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Abstract 

These years, object recognition on remote sensing images with high resolution had boomed. We trained a 
multilayer convolutional neural network caffe based to classify the 79 thousand high-resolution and 
unlabeled optical remote sensing images via the Internet into the 4500 different classes. On the unlabeled 
test dataset, we obtained error rates of 19.7% which run really well than traditional machine learning 
techniques. With pre-trained model-aided, GTX750Ti GPU, Intel® Core™ i5-4590 processor, we sharply 
accelerated progress time. The results compared with the published ones, and good agreement is acquired. 
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1 Introduction 

In planning, earth observation, coastal monitoring, terminal 
guidance of missile and many other civil fields, the demand 
for object recognition sharply increases. Over the past dozen 
years, scientists have worked on a variety of object classi-
fiers with high efficiency and low cost, but high resolution 
also brought problems and challenges to the classification 
issues, the effect is just passable. [1, 2]. 

In recent years, deep learning technology gradually 
arisen, including but not limited to convolution neural 
network, boltzman machine, sparse autoencoder, etc, and 
applied to some fields including but not limited to speech 
recognition, image recognition, image retrieval, and other 
fields. Speech recognition is a classic application of neural 
network, in recent years, and deep learning has achieved 
remarkable results in speech recognition in recent years. 
Microsoft and Google have been gradually put deep 
learning's speech recognition algorithm into commercial 
applications. Microsoft's original speech recognition is 
based on the use of hybrid algorithm Gauss reduce the error 
rate of words to 16%. Bengio, Hinton and other scholars 
solved MNIST based classification problems, and breaking 
the old mark of 0.14% error rate set by traditional machine 
learning algorithm for many years [3, 4]. Krizhevsky had 
made significant progress on the ImageNet data set with a 
15.3% error rate [5]. 

On the first hand, the planning image of city construction 
passed through stack autoencoder to generate specific 
activations, but on the other hand, status quo of city 
construction collected by law enforcement terminal also 
went through stack autoencoder to generate the correspond-
ing features. The system compared the characteristics image 
of city construction with parity position and a different time. 
If the difference outpaced threshold, it triggered enforce-
ment warning. Image change detection based on deep 
learning did not pay attention to non structural changes 

based on related image pixels, such as gray scale change, 
brightness shading, but focused on abstract the features of 
structure overall image, and obtained core attributes [6].  

This paper presents object recognition from high 
resolution remote sensing images without tag based on con-
volutional Neural Network which consists of convolutional 
layer, Max-Pooling layer,  and fully-connected layer. There-
fore, the convolutional layer is an image convolution in 
essence of activations of the preceding layer, where the con-
volution filter called learned kernel which is feature of 
16x16 or 8x8 in fact. The layer after fully-connected layer 
works with a final 319-way softmax. The results are com-
pared with those traditional supervised machine learning 
ones. Conclusive, because GPU's memory available is 
scarce, network dimension is cramped. Our network spends 
about 129 hours to train on one GTX 750Ti 2GB GPUs.  

2 Theoretical analysis 

We can illustrate this graphically as follows: 

 
FIGURE 1 Feedforward computing from bottom to top 

By executing a feedforward computing from bottom to 
top, we can obtain the activations for layers. We call this 
algorithm forward propagation. Figure 1 describe how the 
forward propagation works. 

A convolutional neural network which consists of 
convolutional layer, max-pooling layer, and fully-connected 
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layer. As a result, the convolutional layer is an image convo-
lution in essence of features of the previous layer, where the 
convolution filter called learned kernel or weights which is 
feature of 16x16 in fact specify the convolution filter. The 
layer after fully-connected layer works with a final 319-way 
softmax. The results compared with those traditional super-
vised machine learning ones.  

The image come from natural has its own characteristics, 
that is to say, the statistical properties that are part of the 
image and the other part is the same. More appropriate 
interpretation is that when randomly selected from a large 
size images a small piece, such as sample 16x16, and 
learned some from this small sample characteristics, we can 
learn by the 16x16 sample to feature detectors, which is 
applied to any part of the image. This also means that the 
features we study in this part which can also be used in 
another part, so for all of the locations on this image, we can 
use the same features. In particular, we can learn by the 
16x16 sample characteristics with the big size image convo-
lution. Thereby contributing to the big size image of any 
location to get a different activation feature. 

A specific example is given below: assuming that you 
have make a 384x384 image convolution using 16x16 
sample characteristics, and then let them go through sparse 
autoencoder and trained to get the feature activation values. 
In this case, obviously we can get 400 sets, which each 
contains 369x369 characteristics of convolution. 

It is convolved that the input of convolution layer come 
from the previous layer’s activations with learned kernel 
which is feature of 16x16 in fact. We run it through pre-
trained sparse autoencoder to compute the activations, i.e., 
convolved features. 
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Concern to the images with 400x400 pixels, and then we 
obtain each convolution results order of magnitude to square 
of (400 −16 + 1) or 148225. Given these results and consider 
319 features each result, softmax layer will face the cha-
racteristics of the astronomical level will fail soon. Before 
inputing all the extracted features logistic or softmax layer, 
we need to significantly reduce the amount of calculation. 
In order to solve this problem, max pooling layer will take 
overall average operation of image. On the last layer, we 
choose softmax model which generalizes logistic model in 
multi-class classification and recognition, we obtain a 
working model of softmax which come into play in multi-
class classification. 

3 Experimental results and analysis 

In this Experiment, We classify the 79 thousand high-
resolution and unlabeled optical remote sensing images via 
the Internet into the 4500 different classes by a multilayer 
pre-trained convolutional neural network caffe based. On 
the unlabeled test dataset, we obtained error rates of 19.7% 
which run really well than traditional machine learning 
techniques. With pre-trained model-aided, GTX750Ti GPU, 
Intel Core I5-4590 processor, we sharply accelerated 
progress time. The results compared with the published ones, 
and good agreement is acquired.

.     

(a) The raw image (b) The 1st layer output, conv1 (c) The 2nd layer filters, conv2  (d) The 2nd layer output, 

conv2 

    

(e) The 3rd layer output, conv3 (f) The 4th layer output, conv4 (g) The 5th layer output, conv5 (h) The 5th layer after 

pooling, pool5 

    

(i) The 1st fully connected layer, fc6 (j) The 2nd fully connected layer, fc7 (k) The final probability output (l) The top 5 predicted labels 

FIGURE 2 Experimental results 
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The process from the first layer to the seventh layer of 
the classification of an image is shown in Figure 2-(a-l). 
Figure 2-(a) show the input original image, Figure 2-(b) 
show the output of 1st layer called conv1 layer, Figure 2-(c) 
show the filters of 2nd layer called conv2 layer. 

Figure 2-(d) show the output of 2nd layer called conv2 
layer, Figure 2-(e) show the output of 3rd layer output called 
conv3 layer, Figure 2-(f) show the output of 4th layer called 
conv4 layer. 

Figure 2-(g) show the output of 5th layer called conv5 
layer, Figure 2-(h) show the 5th layer after pooling called 
pool5 layer, Figure 2-(i) show the 1st fully connected layer 
called fc6 layer. 

Figure 2-(j) show the 2nd fully connected layer called 
fc7 layer, Figure 2-(k) show the output of final probability, 
and Figure 2-(l) show the top 5 predicted labels.  

The top 1 predicted label is speedboat, the top 2 predic-
ted label is steamer, the top 3 predicted label is water snake, 
ocean liner, the top 4 predicted label: leaf hopper, and the 
top 5 predicted label is terrapin. The predictions are in 

agreement with the original picture.  

4 Conclusion 

Convolutional Neural Network naturally learn a hierarchical 
representation within a recurrent network, thereby 
implementing a deep network with parameter sharing 
between the layers. As the application of the Convolutional 
Neural Network method with GPU aided calculation to object 
recognition on remote sensing images with high resolution, 
we can not only obtain visual and numerical results with a 
high accuracy, but also enjoy many advantages over other 
traditional methods. A number of experimental results were 
listed in the paper which proves the effectiveness of 
convolutional Neural Network with GPU aided calculation in 
the field of object recognition on remote sensing images with 
high resolution. As a next work we commit to use a large and 
very deep Convolutional Neural Network to detect objects 
belong to a lot of different classes.  
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