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Editors’ Remarks

This world is not conclusion

This world is not conclusion;
A sequel stands beyond,
Invisible, as music,
But positive, as sound.
It beckons and it baffles;
Philosophies don't know,
And through a riddle, at the last,
Sagacity must go.
To guess it puzzles scholars;
To gain it, men have shown
Contempt of generations,
And crucifixion known.

Emily Dickinson?,
Poems, Series 3

The presented 10" volume continues our main activities in solid-state physics, applied
statistics, computer modelling, computer technologies and transport technologies. In the No.1
we pay attention to problems of mathematical and applied statistics, solid-state physics,
artificial intelligent information systems, some society and economy and transport technologies.

This edition is the continuation of our publishing activities. We hope our journal will be of
interest for research community, and we are open for collaboration both in research and
publishing.

EDITORS

gﬁbfd P S Yu.N. Shunin
%A o I.V. Kabashkin

' Emily Dickinson (1830-1886) was an American lyrical poet, and an obsessively private writer -- only
seven of her some 1800 poems were published during her lifetime. Dickinson withdrew from social
contact at the age of 23 and devoted herself in secret into writing. Dickinson was born in Amherst,
Massachusetts, to a family well known for educational and political activity. She was educated at
Ambherst Academy (1834-47) and Mount Holyoke Female Seminary (1847-48). Around 1850 Dickinson
started to write poems, first in fairly conventional style, but after ten years of practice she began to give
room for experiments. Dickinson's works have had considerable influence on modern poetry. Her
frequent use of dashes, sporadic capitalization of nouns, off-rhymes, broken metre, unconventional
metaphors have contributed her reputation as one of the most innovative poets of 19th-century American
literature.
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ADVANCED DECODING STRATEGY
FOR A NOISY CHANNEL

M. KOPEETSKY, AVI LIN

Sami Shamoon College of Engineering
52 St Bialik, Beer-Sheba, Israel 84100
E-mail: mkopeets@sce.ac.il, avi-lin@bezeqint.net

This paper deals with the issue of managing and controlling a noisy packet transmission channel. The paper offers a generic near
optimal solution and strategy for two related critical issues: reducing the packet error probability and the synchronization failure
probability in the channel. The core of this solution is a new adaptive and dynamic family of decoding algorithms that automatically
regulate the number of correctable and detectable errors in any Data Unit, while for each offers the appropriate correcting method, if
at all. We formulate the major objective of the proposed strategy, its formal mathematical set-up and appropriate avenues for its
analysis and specifications. The examples wrapping this paper show the powerful potential of this approach.

Keywords: noisy channel, class algorithm, advanced decoding strategy

1. Introduction
1.1. MOTIVATION

The proper execution, operation and utilization of data communication networks are critically
affected by the errors and failures at the physical layer. Therefore, it is of a special importance to have a
maximum management and control over these almost in-avoiding error occurrences. The saving and the
increase in the quality of the data transmission when better controlling these errors, come mainly from the
higher application layers in the transmission stack. These errors and failures propagate to the higher layer
protocols. Thus, on the one hand, the corresponding recovery procedures that should be applied at these
higher layers require a considerable expenditure of network resources. While on the other hand, the
processes that well identify the errors and failures are complicated and cannot always be formulated
analytically, if at all. A more systematic analysis of the Physical Layer characteristics surface some
serious issues related to error handling. In addition to that, there are complicated mathematical problems
related to the physical models that attempt to better present the features of the packet physical layer that
cannot be solved directly by modern mathematical and computer techniques. Nevertheless, there is a
critical need to handle this situation, as a non-concise determination of the Quality of Service (QoS)
characteristics causes wastes of network resources that can be evaluated by economical terms.

1.2. STATE OF ART

The problem of design of the error recovery techniques and algorithms is very important nowadays.
The number of papers and researches devoted to the error control were published in recent years. The
authors in [1] propose and report results on the efficiency of different error recovery and congestion
control strategies over heterogeneous networks with both wired and wireless components. The relative
impact of end-to-end delays and error patterns on protocol performance is investigated for different
categories of protocol behavior. The paper [2] is devoted to the distributed error correction for digital
libraries, where individual users can correct information in a database in real-time. The authors discuss
issues including motivation to contribute corrections, barriers to participation, trust, recovery, detecting
malicious changes, and the use of correction information to improve automated algorithms or predict the
probability of errors. A simulation study of Forward Error Correction in ATM networks is presented in
[3]. The authors use simulation to study the loss behavior of an output buffered multiplexer for the
different traffic scenarios. They investigate the effectiveness of a Forward Error Correction scheme that
can recover a fixed number of lost packets within a block of consecutive packets. For a heterogeneous
traffic scenario consisting of video and burst sources, this scheme reduces the loss rate for the video
sources by several orders of magnitude.



Mathematical statistics

By reviewing the traditional and modern more progressive error recovery techniques, we can see that
the basic error recovery principles are defined in the stages of a protocol or a protocol stack design. Any
correction and changing of error correction code parameters, as well as standard code ability in
implementation of the error detection/correction procedures, are principally impossible in the next stages
of the protocol implementation. For example, the CRC (Cyclic Redundant Check) implemented on the
basis of a Code Generating Polynomials in traditional HDLC protocol as well as in the Internet TCP/IP
protocols that are based on the packets of variable length, is implemented in the error detection scheme
only. This simplest error recovery approach is understandable because there are strict limitations imposed
on the network resources and, therefore, on the error recovery time in the mentioned above traditional
techniques. The same non-dynamic error recovery algorithm is applied also in the high speed ATM
technology, which is based on the constant length packets that are called cells. Nevertheless, modern
heterogeneous network applications such as data, voice, multimedia transmitted via the same Packet
Switched Network, have different requirements to the Quality of Service characteristics (QoS). These
critical issues under consideration are mean transmission time, jitter, packet loss probability, Data Unit
retransmission probability, undetected error probability in any Data Unit, etc. Eventually, considering the
Real time applications (voice, video, videoconferencing, etc.) the strict constraints are imposed on the
mean transmission time and jitter, while in the non-Real time applications (computer data) the main
issues are, in essence, minimization of the different error measures such as Data Unit undetected error
probability, packet retransmission probability, etc. Therefore, the differentiated error recovery approach
should be applied to the different traffic types transmitted over the same network. This paper presents a
new error recovery strategy that considers different users' QoS requirements to the different traffic types
and provides better utilization of the Packet Switched Networks.

2. Mathematical Model
2.1. RELEVANT FEATURES OF THE PACKET CHANNEL

For the purpose of the presented paper, the packet transmission channel is described as a flow of
packets. Each Data Unit (DU), with a constant or variable length has some probability of being in error
[4]. The bit errors may enjoy several distributions. The presented approach will use the memory-less
Bernoulli model as well as the memory Markov model among others. Nevertheless, the error sources are
not in the scope of the paper, especially when the error recovery procedures do not depend on the errors
source.

2.2. DETERMINATION OF THE CHANNEL QUALITY

The approach of determining whether a transmitted data packet is a candidate to be in error, choice
of the appropriate techniques or a process that will be applied for this error correction and the future
influence of this error on the error packets transmitted via this channel, is determined by a classification
of the packets into appropriate classes. According to the existing error recovery standards and techniques,
the error correction/detection methods are applied in the homogeneous manner. We mean that the
possible ways of applying the error recovery procedures, are not based on the basic relevant noisy channel
characteristics. These characteristics under consideration are as follows:

1. Current noisy channel status that is determined by the Physical Layer characteristics such as Bit

Error Rate (BER), error flow model, synchronization failure probability, etc.

2. Application type and user's requirements to the large range of the QoS characteristics such as

mean transmission time, jitter, packet retransmission probability, etc.

This paper presents a new approach of the differential determination of the error recovery strategy
that considers a cumulative approach for the near-optimal decoding scheme determination. The purpose
of this paper is to present non-homogeneous treatment of the different types erroneous packets.

By relating an error packet into a class, it determines the possible set of algorithms that can be
applied for a close-to-optimal correction. The methodology of defining or determining the number of
class’s p’, and the set of algorithms a/ where each of them hosts is a part of the discussion and analysis of
this paper.

The error packets related to the given class, have the common features such as BER range, error
syndrome type, requirements to the packet transmission time or packet retransmission probability. The set
of the characteristics that determine the appropriating a packet to a given class, will be discussed
hereafter.
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2.3. CLASS CONCEPT MOTIVATION

The main advantages of the class concept are as follows:

1. Possibility to provide differentiated approach to error recovery for the erroneous packets of the
different types as it was mentioned above.

2. Reducing the error recovery time. For this purpose a special parameter history that denotes the
previous error recovery algorithms, is introduced. Evidently, history is determined on the basis
of the Long Term Statistics. By means of the cumulative history of the noisy channel, the
correction or changing of the error recovery scheme are possible within a certain class. We mean
that based on the knowledge of the previous decoding algorithms, the near-optimal decoding
scheme that better appropriates to the current transmission conditions, can be chosen with the
sufficiently high confidence level. Moreover, each error recovery algorithm should be locally
adaptive considering the channel history. In essence, such an algorithm is a function of the two
main parameters:

a) historical decoding algorithms that have been applied previously;

b) time scale that describes dynamic changing of the transmission conditions.

As a matter of fact, the new parameter that determines class overload should be introduced.
Based on this overload indication, the switch from the current error recovery scheme to the
simplest and fastest one should be provided if a certain class is over-populated. The additional
advantage of the Long Term Statistics using is, in essence, possibility to predict the set of future
more probable error patterns. This prediction should be produced based on the Markov chain
approach. Thus, the immediate switch to the near-optimal decoding algorithm that is appropriate
to the predicted error pattern should be produced without visiting the other intermediate
decoding schemes. Based on the described above assumptions, the presented strategy is,
actually, random and is based on the Random Variables Theory approach [5].

3. One of the main parameters of the introduced strategy is, in essence, channel transmission rate
that influences class overload and, therefore, determination of the complexity of the current near-
optimal decoding algorithm.

4. The reject of the erroneous packet by the chosen analysis of the error pattern decoding algorithm
and sending this packet to the other decoding algorithm (within a given class or in the other
class), is possible in our strategic approach. Moreover, the visiting different decoding schemes in
the same class or in the other classes should be considered. Therefore, the suggested strategy
regulates the classes' external and internal structure according to the optimality principle. Thus,
the probability of the erroneous error detection/correction is reduced. The packet' rejects pattern
should be added to the error pattern in the determining of the channel history. Thus, the
probability to receive Reject on a certain packet is reduced, whereas the complexity of the error
recovery strategy is essentially simplified.

At the first cut, let us logically map the traffic packets on the communication channel into a number
of classes following the guided principles.

Class Parameters. The Class is defined via several parameters. Some of these parameters are of the
traffic related type, some of them are related to the application(s) that live in the top layers of the protocol
stack and are served by the Transport Layer protocol. Therefore, for example, the applications' QoS
requirements, is a relevant parameter candidate. Other parameters related to this one at the physical level
are the BER, mean transmission time, jitter, Data Unit loss probability, etc. All the floating parameters
will be derived dynamic from the optimal detection/correction solution that will be discussed hereafter.

The class might be defined in the static, but not dynamic, manner. It means that the class parameters
determine a certain class in the strong manner and, moreover, are not the time functions. Nevertheless, the
following actions are provided in order to reflect the different changes of the transmission conditions:

1. Creation of a new class if there exist a number of the new values of class parameters;

2. Dividing a certain class on a number of classes if the error recovery strategy implementation

within a given class is rather complex and complicated,;

3. Join of two or more classes into a single class. This action is logically approved if the given
class (or classes) are not populated. Therefore, it is reasonable to simplify the error recovery
strategy in this case.

Example. Let's assume multimedia Data Communication Network, such as Internet. Evidently,
different user's applications require different QoS characteristics. For example, data transmission should
be provided in the precise error-less manner, but there are no strict constraints on the packet transmission
time. Whereas Real Time Traffic (RTT) transmission over Internet by means of H. 232 protocol requires
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minimal transmission time and, consequently, fast implementation of the error recovery procedure.
Moreover, the Packet Error Rate may be rather high. We introduce the following classes' determination
that is appropriate to this simple case:

Assume that the classes' number equals to 2. Erroneous packets that are appropriate to the class 1
are, in essence, voice (or other RTT) applications. Class 2 is populated by the data-NRTT packets.

Each class is defined via following parameters — Physical Layer Parameters:

a) Packet Error Rate (PER) (or BER);

b) Synchronization failure probability;

c) Application Layer parameters considering the users' requirements to QoS characteristics.

Mean error recovery time that influences the packet mean transmission time and, therefore,
determines users' QoS characteristics. Now assume that the error detection/correction is implemented by a
certain CRC by means of a code Generating Polynomial G(x). The problem is to choice the error recovery
procedure that will be applied in the near-optimal way considering each channel class and a current
channel status. On the one hand, if a given data packet appropriates to the channel class 1 (for example,
voice over Internet) then the appropriate error recovery techniques should be applied in the fastest and
simplest manner. Hence, the relevant decoding scheme is to detect, but not to correct packet errors. The
reason of this decision is that such error detection requires minimal processing time. On the other hand, if
a packet channel is appropriate to the channel class 2 (computer data such as fip, telnet, http services,
etc.), then the error recovery procedure must be as concise as possible and, moreover, error recovery time
is not critical. We suggest using the redundant code ability in the following flexible manner:

a) if current BER (or PER) is high than it is relevant to detect maximal number of random errors
and, besides, error bursts;

b) if current BER (or PER) is rather small, then the single errors detection or correction of a small
number of bit errors is preferable.

Consequently, the described error recovery strategy is adaptive and is determined via appropriating a
data packet into a certain class. The more precise strategy for classes' generation is, essentially, the
domain of this paper. In a general case, the classes' number depends on the different noisy channel
features.

Class Characteristics. The class characteristics is defined as a continuous two-dimensional
Random Variable (RV) S(p,dist) that is derived from the communication channel status. In this
definition, p denotes the specific BER range and dist represents the distance between the successive
erroneous DUs. Evidently, dist represents the communication channel memory. For example, in the
case of error burst non-qualitative communication channel, the channel errors are described by a
complex Markov chain with the memory equals to dist. The parameter dist may be replaced by the
other relevant parameters that describe channel memory: buffer size, error burst length, distribution of
erroneous packets in the burst, etc.

We guess that the probabilistic approach will be useful in the class characteristics definition. The
reason is that the described above class parameters are, in essence, not the constant values and, moreover,
take different values with a certain probability.

In the general case, the random variable S has to be a multi--dimensional functional. Therefore, S
must include parameters such as:

e Transport Layer Protocol, for example Transmission Control Protocol (TCP), User Datagram

Protocol (UDP), ATM Adaptation Layer Protocol (AAL/S);

e  Traffic type such as data-RTT, data-NRTT, voice, video, etc., among others [6, 7].

The Long Term Statistics, which describes the accumulated channel history, should influence the
classes’ structure as well.

2.4. THE CLASS ALGORITHM CONCEPT

In the general case, the class concept should have all the needed ingredients to be extended into the
so-called class-algorithms. The chosen algorithm should offer a correct determination of the decoding
scheme that better suites the presented ranges of the RV S. Drilling down into more details, the class
estimation is chosen with a certain confidence level. Moreover, the new parameter that determines choose
of the decoding algorithm within a given class, should be included to the set of the RV S parameters [8].
Thus, the class-algorithm is defined by means of the multi-dimensional functional
Alg = Alg(pl, p2, ..., pn; QoS, history). Here the parameter history denotes the historical decoding
algorithms used so far in a specific channel. The correspondence between the class (and class-algorithm)
and the decoding algorithm is determined by the Strategic Mapping Matrix (Figure 1).

10
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Algorithm\Class 1 2 m

Figure 1. Strategic Mapping Matrix
3. Determination of the Decoding Strategy

3.1. GENERAL PRINCIPLES

Define R, as a Decoding Table area that corresponds to a certain number of detectable and

correctable errors. In order to generate a decoder that is invariant to the transition conditions (i.e., to the
channel state), let us divide the co-sets set of the Decoding Table on the areas R,,...,R,, which, in a

regular case, can intersect [9]. Yet, the decoding algorithm corresponding to a given area R; .

1. There is an exact correspondence between any class and the decoding strategy that is appropriate
to a given class.

2. In general, a given class might include a number of different decoding algorithms. Then the issue
is to properly choose the near optimal algorithm that is most appropriate to the current conditions and
situation. That means, for example, that a relevant consideration of such an algorithm choice is the class
load or how heavily it is populated: if a specific class hosts a large number of DUs, then a trivial
algorithm choice will be to use the simplest and fastest algorithm, so as to implement the decoding
procedure more quickly. A more complex example from the Internet (IP) over ATM networks will be
elaborated later on.

3. Let's define an error recovery strategy as a functional: Correction = Correction(a,dist,K, Previous),
where a and dist are defined as above. Actually, K equals the number of sequential researched DUs under
consideration. At the first cut, K may be thought of as being a function of the upper layer application,
since, it should reflect the channel memory as well as correction procedure time. Let's denote the channel
memory as the maximal distance between erroneous DUs, which is covered by the presented model. For
instance, the channel memory that is appropriate to the simple Markov chain is equal to one. The
parameter Previous determines the decoding algorithm that has been applied on the previous erroneous
DU. The possibility of re-visiting and correcting the previous DU by means of the current optimal
decoding algorithm, should be taken into consideration.

Mathematically, the error recovery strategy can be defined in the following recursive fashion [9]:

j-1 :
Correction; = ZWiCOVVeCtiOI’li,ZWi =1.
1

i=1
In the simplest case when z = 2, the following formula is used:
Correction(a,dist, K, Previous) = w*fla,dist, K, Previous) + (1-w)*Correction(a,dist,K, Previous). (1)

1. The functional f'in this formulation determines the decoding algorithm that is appropriate to the
current channel status. In the simple case, f has to be sensitive to the Short Term Statistics. Nevertheless,
some influence of the Long Term Statistics has to be considered as well, and this is expressed in the
second term of the f definition. The obvious way of determining the recursion basis for f is by a
deterministic methodology. Nevertheless, the more attractive and adequate method is via a probabilistic
approach. Generally speaking, this may be based on the statistical distribution of each channel status,
where initial probabilistic vector of the Markov chain, defines the initial distribution [10]. The Long Term
Statistics is based on the ergodic simple Markov chain with the multidimensional Probability Transition
Matrix (PTM) M = (m,..,.,), such that dimM = K#K#par. The item par denotes the number of parameters

j2ees
in the defined above correction function. In the presented formula (1) par equals to 4. In the general case,
the simple Markov chain has to be replaced by a more complicated one that takes into consideration the
dependency not only between two sequential DUs, but also deals with large memory between K
successive DUs. The methodology that this issue will be handled here is starting by introducing the

11
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Markov chain model for the protocol that is based on DUs of constant length, such as ATM cells. In that
case, the DU transmission time is nearly constant, leading to the Markov chain step to be defined as a DU
transmission time. Yet, in the more general case the semi-Markovian process should be introduced since
DU length is not constant. In that case, in addition to the basic Markov chain the set of DU transmission
time distribution functions must be considered. In any case the PTM has to be corrected or updated after
the DU(s) receipt. Finally, the parameter w in formula (1) defines the weight of each of the two statistical
contributions. In the simple approach, w may be defined in a deterministic fashion, while a larger weight
has to be applied to the Long Term Statistics due to its correction nature in real time. In the more precise
approach, w should be determined as a function of the Transport Layer Protocol or Application Layer
Protocol. The larger the time needed for the application execution, the smaller w has to be.

2. It has been mentioned above that the Correction functional is a fundamental of the composition of
number of previous correction functions. Thus, the probability theory methodology that considers the
probability density function of a random variable function can be systematically applied [5].

3. It is worthwhile adding some additional dimensions to the Correction function, such as the
Transport (or Application) Layer Protocol. Trivially, in order to reduce some relevant probability
measures, such as the re-transmission probability of TCP segment (or AAL/S cells in the IP over ATM
technology), the correction must be performed in the maximum precise fashion. In the case of Real Time
Traffic (RTT) transmission such as voice by the means of UDP and H.323 protocols via Internet [6], the
main Correction characteristics are represented by the error recovery time. Thus, the decoding procedure
must be as simple and fast as possible.

4. The transition from any decoding algorithm to another one is executed without changes of the
Header code parameters (for instance, in the ATM cells). This characteristic makes the suggested
correction function adaptive. The basic feature of this algorithm is in essence a dynamic switching of the
set of the detectable and correctable error vectors.

4. Example of the Adaptive Decoding Procedure in ATM Networks

Let's present an example of the adaptive decoding strategy for the IP over ATM network. Assume
that for this case the classes' number is equal to 2 and the correction algorithms number is 3. The number
of sequential examined DUs cells is 2, and thus the ergodic simple Markov chain is considered.

4.1. THE GENERAL SET-UP

In order to perform the statistical analysis on incorrect cells flow, a special experiment on the ATM
backbone network was conducted [11].
1. The statistical data on incorrect cell flow have been produced.
2. Two basic random variables have been introduced in any data link:
a) the data set is the number of ATM cells received with an error, which is corrected by Header
Error Control (HEC).
b) the data set is a number of the ATM cells received with an error that cannot be corrected by
this mechanism.
Statistical evaluation of these random variables has been carried out.

e The probability of receipt of ATM cell Header with the error which is corrected and the
probability of receipt of ATM cell header with the error which cannot be corrected, are used as
the basic data in design and investigation of the general mathematical model. Based on this data,
the following two possible channel classes during cell transmission are considered. The first
class corresponds to random errors (class=Good) and the second one (class=Bad) corresponds to
burst errors. The simple Markov chain describes the transitions from one class to another one.

e Based on the statistical analysis of the incorrect cell flow and on the two-state Markov model of the
communication channel, an original dynamic decoding strategy is proposed which automatically
regulates the number of correctable and detectable errors in the ATM cell Header. The decoding
process is implemented on the basis of the algebraic architecture of the Decoding Table. This
strategy improves the characteristics of ATM cell synchronization control as well as cell error
recovery.

By definition, ATM cell consists of a 5-byte Header and a 48-byte Payload Field and, actually, is of
constant length, while the last octet of the Header is the HEC, calculated from the first four octets of the
Header. The HEC supports two incompatible processes:

1) the first process is protecting the ATM cell Header from random errors;
2) the second process is the identification of cell boundaries (Cell Delineation).

12
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Following the recommendation in [12], the HEC generating polynomial is:

G(x) =2 +x +x +1 =(x +1)(x +x° +x +x + +2 +x).

Here the second multiplier is, essentially, the primitive polynomial. This code is the Fire's shortened
code. Based on the properties of the linear codes [13], it is obvious that the shortened cyclic code (40,32)
can correct all error bursts of the length < 4. Moreover, the code is able to correct all single error bursts of
the length <5 and simultaneously to detect all error bursts of the length </ (/ > b) under the condition
b+1<8.

4.2. THE GENERATION OF THE POSSIBLE ALGORITHMS

In order to produce a decoder that is invariant to the transition conditions (i.e., to the channel state),
the co-sets set of the Decoding Table is divided into the areas In order to produce a decoder that is
invariant to the transition conditions (i. e., to the channel state), the co-sets set of the Decoding Table are
divided into the areas R,,..,R, which, in the common case, may be intersected. Assume that the

decoding algorithm corresponding to the area R; is g e Thus, considering two different channel classes,
the following correction strategy is proposed:

The first correction algorithm g, corresponds to the channel class- Good. This algorithm enables to
detect all bursts of length <7 and to correct all single errors. The reason that the algorithm g, is suitable
for the channel class G is that bit error probability in the class G is low. The decoding table for g, is
presented in Table 1.

TABLE 1. Decoding Table in the case of the algorithm g N=2%2_1

AO - SO = 0...0 Al Az A3 P AN

Sl = 10...0 Blz B22 B32 P BN—1,2

Sz = 01...0 Bl3 B23 B33 P BN*1,3

S40 = 00...1 By 40 B, 40 B; 49 By 140

Here the area R; includes all rows that correspond to the co-set leaders Si,...,S, The following
notations will be used hereafter: {A} is the set of code combinations. A;is a zero code combination:
4 (i =1,..2%— 1) is the i- th code combination. By is a Standard Array element and § is the j-th co-set

leader. Each co-set leader S; corresponds to a single error in the j-th bit. {B} is the set of the code illegal

combinations, Bl.j € {B} is the illegal combination that is appropriate to the legal combination 4. and the
co-set leader Sj . In the presented case, each co-set leader Si corresponds to a single error in the j-th bit.

The reason that the algorithm g, is suitable for the channel class G is that the bit error probability in the

class G is low. Moreover, for the real communication channels, the probability of single error in the code
combination is higher than the probability of any multiple errors. Since, each co-set of the Decoding
Table corresponds to a single error; the number of co-sets is equal to 40. Thus, the Decoding Table
includes 41 rows. The number of the columns corresponds to the number of the legal code combinations,

is 2%,
4.3. ALGORITHMS SPECIFICATIONS FOR ERROR BURSTS

Let's consider now to the decoding algorithms g, and g, which are matched with the channel class

B. As a matter of fact, this class is characterized by the Bernoulli (or Markov) type error distribution with
a sufficiently high bit error probability. Therefore, the probability of error burst is comparatively high.
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Yet, the algorithm g, enables to detect, but not to correct, the random errors. The maximal number of the

possible detected errors equal to 8. This algorithm is more efficient in the periods of the channel's quality
deterioration and high class overload because the correction procedure is implemented in the simplest
way. In this case, the Decoding Table is defined as follows:

TABLE 2. Decoding Table in the case of the algorithm g,, N = 2321

The Decoding Table includes a single row with the legal code combinations. The number of
columns is the same as in the algorithm g, , where the detected error is identified by the computation of

the non-zero syndrome, and the decoding procedure is faster. This feature is reasonable because the
absence in the Receiver of the additional operations, which are related to an identification of incorrect
combination. Yet, the algorithm g, executes the error bursts correction of the length < 4. In this case,

the Decoding Table is defined by Table 3. Here the sets {A} and {B} are defined as in the algorithm
g,- The first 301 rows including all erroneous vectors are appropriate to the error bursts of the length

1,2,3 and 4, consequently. Thus, the error vectors spaceS,,..., Sy, coincide with the corresponding
vectors of the Decoding Table defined for the algorithm g,;.The following error vectors
S415---»879 correspond to all error bursts of the length 2. The number of these vectors, accordingly, is 39.
In a similar manner, the Decoding Table elements Sgj...., S5 correspond to the subset of error bursts of
the length 3. At last, the co-set leaders S|s7,...,S3y, correspond to all error bursts of the length 4. There

are 144 different erroneous combinations that correspond to the subset of error bursts of the length 4. As a
result, it is needed to operate with the Decoding Table that contains 300 error vectors. It is reasonable to
use this algorithm in the case of multiple errors, as their probability is sufficiently high and the load on
the class in not high. It should be mentioned that in the general case there exist a number of correction
algorithms that must be considered for each channel class.

TABLE 3. Decoding Table in the case of the algorithm g;, N = 2321

4y =S, =0.0 4 4, 4, Ay,

S, =10..0 B, B, B, By_1,
S, =01..0 B, B, Bss By_15
S, =001..0 B, B,, By, By_14
S = 00...1 B, 4 B, 4 B 4 s By 1,40
Sy =110..0

Sy, =011..0

Sy =0011.0

So = 00111

Sg = 0101...0

Sg; =00101...0
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S5, =1111...00

7 T ~ ot [h ]
Siss =01111...0 1L S0l 1 i-r
S5 = 001111..0

Si9s = 01111

S196 :10110...0

Si97 = 01011...0

S300 :00...101

Remark. The problem in the Receiver is to decide which decoding algorithm to use when receipting the
current HEC. It is suggested to define the limit class overload Lim that determines the correction strategy
within class Bad. Actually, the parameter Lim must be included in the Correction functional as the
additional dimension. Obviously, the presented approach will be very useful considering the Wireless
Communication Networks [13], where a number of problems arise in this context. These problems are
caused by the several reasons:

1) the first reason is related to non-reliability of the radio channel. Sufficiently high BER and very
high synchronization failure probability as opposed to the qualitative fiber optic channels, characterize
these channels;

2) the second reason is that synchronization failure probability in the radio channel is not a constant
value. As soon as the reliability of the wireless channel depends on a number of external reasons,
synchronization failure probability is essentially a time function.

5. Minimization of the Undetected Error Probability in the Decoding Procedure
5.1. DECODER WITH THE NON-INTERSECTING DECODING DOMAINS

Assume that the number of channel classes within transmission (n, k) code combination is a. The
goal is to construct decoder that is invariant to the transmission conditions. For this purpose let us divide

the x <2"* —1 co-sets set of the Decoding Table that correspond to the non-zero syndromes on the non-
intersecting domains R,R,,...,R,. It should be reminded that the decoding algorithm corresponds to the

area R; is q;. Let's define the optimal division of co-sets set and corresponding decoding algorithms set

by minimization of the average number of the erroneous corrected bits:

. 2k
u=minz s x p.(z.)m(z,).
A= pi(z)m;(z;)

Here p;(z;)1is the probability of error vector 7, e R, and m;(z,) is the number of non-correctly
recovered in this case bits. As a matter of fact, R; corresponds to the integration (summation) over the

co-sets of the given domain. At last, ¢ corresponds to the summing over the whole set {R} including the
zero syndrome. The problem under consideration is to conclude whether it is worth to apply different
decoding algorithms and whether it is sufficient to use the single. Let's assume now that a single error
recovery algorithm ¢, is applied for all co-sets.
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2k
Then u, =Z Z p(z;)my(z;). Evidently, the co-sets division by applying different decoding

R; i=l

algorithms is relevant if u <u,,.
. . . H 0
Example. Assume that the linear (n, k) code is defined by the check matrix: H = o H. I
2
Here H,,H, are the check matrices of the certain linear codes (n;,k;) and (n,,k,) respectively. The

zero matrices in the right and in the left corners contain #, and ¢, elements in the rows respectively. The

decoder with the divided co-sets is realized in the following way:
1) assume that the maximal number of the recoverable errors in the (n;,k)and (n,,k,) code

combinations is e;and e, respectively;
2) then the maximal number of correctable/detectable errors in the final code combination is equal
to e, in the first ¢ bits, e, in the last #, bits and, at last,

n—t—1 i . .
e=e +e, —[%} within n, —¢, = n, —t, internal bits;

3) evidently, the beginning #, bits are decoded by the matrix H,. The last #, bits are by the matrix
H, . Lastly, the n —t, =n, —t, internal bits of the code combination are decoded by two
defined algorithms respectively. We mean that the code (n,,k,) check combinations are applied
for additional control of error correction in the internal n, —¢ bits under the condition that the
code (n;,k;) has been applied on the previous stage;

4) in such a way, all co-sets leaders that correspond to the whole set of the detectable/correctable
errors combinations, are divided on the three following domains:
0...00...0 0...0 0...0

") ) T @) (1)

length  #,,f, and n; —¢, respectively.

. Here 4,,A4,, A4, are the sets of non-zero binary vectors of the

5.2. DECODER WITH THE INTERSECTING DECODING DOMAINS

In a general case, it is possible to apply different error recovery strategies/algorithms within a given
Decoding Table. For example, it is possible to apply different decoding algorithms within a certain class
(or classes). Each decoding algorithm is defined on the basic of the current syndrome. The problem under
consideration is to determine the error recovery strategy in the non-optimal way based on the current
noisy channel state considering the minimization of the non-correct recovered bits. On the other words,
the minimization problem of the probability of the bit non-correct decoding caused by applying the non-
appropriated decoding scheme, is discussed.

For this purpose let's assume the following considerations:

e the erroneous code combination with the non-zero syndrome r, has been received from the

noisy channel;
e the error detection/correction within the corresponding to the », syndrome co-set, may be

executed by applying different error recovery algorithms;
e the near-optimal strategy is determined by introducing the matrix H(r,)= (G(i, j)) such that
dim H (7,) = axc. Here each item G(i,j) denotes the number of non-correct decoded bits in the

combination under the condition that the i-th decoding algorithm have been applied within the
channel class j;
e then the average number of the non-correctly recovered bits under the condition that the current

syndrome is 7,, equals to

Go(r) =Y Li(r)p"?. )
i=1
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Here the following notations are used: L;(r,) = ZG(i, Dp;s
j=1
where p,,..., p, are the probabilities of each channel class; p(l), e p(c) are the probabilities of applying
each decoding algorithm in the decoder.
The problem under consideration is to determine the probabilities set PV, p'9 that provide

minimal G,(r,) value regarding the constraint on the average number of correctly recovered bits:

By(r) =D K, (r)p" 2 B,. 3)
i=1

a
Here K,(r,)= ZB(i, J)p; and the B(i,j) meaning for the number of correctly recovered bits the

j=1
same as G(i, j) for non-correctly recovered bits.
Evidently,
2P =1 “)
i=1

Therefore, the problem stated above is to minimize the linear form of ¢ variables p(l),..., p(“') under
the limitations (2) and (3) [14]. In order to solve the problem, the inequality (2) should be replaced by the
equality by including the additional negative defined abstract variable p(C”) that is presented in the
linear form (2) with the zero ratios. Thus,

C
Go(r) =D Li(r)p® +0- p«*P, (5)
i=1
D Ki(r)-pV =B, (6)
i=1
c+l )
3 =1, (7
i=1

Keeping in mind that ¢>2, we conclude that the number of variables in the linear form (5) is

greater than the number of linear constraints. Therefore, the system of equations (5)-(7) has infinite
number of solutions [14]. Moreover, any ¢ — 1 variables may be defined in any way. Based on the linear
algebra methods, these ¢ — 1 variables may be chosen equal to zero. Then the basic problem solution that
corresponds to the min G, (7,) contain only two non-zero probabilities. These probabilities are calculated

by the solution of the equations (6) and (6) under the condition that the system determinant is differ from
zero. Let’s assume that the basic variables are p» and p® probabilities. By applying the linear algebra

methods considering the solution of linear equations systems, we conclude that the defined above linear
form contains the non-basic variables only with the new linear ratios:

Go(r) = iZ (rop? + 4, (8)
i=1

where A is the free ratio. Keeping in mind that all the non-basic variables p¥=...=pl =0 the

minimal G,(r,) value is equal to 4 under the condition that all Zi(rx) > 0. Otherwise, if there exists any
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negative ratio ZM (r,) <0, then the min(G,(r,)) does not exist. The reason is that in the new system of

basic variables that includes the p‘™) probability, satisfies always the following condition: Gy(r,) < A.

As a matter of fact, the minimization problem solution includes the respective determination of the
basic variables, as well as the checking of positively of the linear ratios in the linear form (8). The near
optimal order of the decoding strategy implementation is determined by the probabilities that correspond

(e+l) _

to the basic variables. If the basic variable p 0, then the solution is possible considering the

equality in the linear constraint (2); otherwise, if pD 0, then the constraint is realized by the
inequality.

Remark. 1t should be mentioned that it is relevant to define the other linear (or in the general case non-
(©)

linear) constraints on the p",..., p© variables. For example, the natural constraint is, essentially, the

limitations applied on the number of binary operations N,, during the decoding process execution, which

is equivalent the limitation on the error recovery time. In such a way, the following inequalities should be
considered:

D N,(r)p” <N, and N,(r,)=D_R(G.))p; ,
i=1 Jj=1

where R(i, j) determines the average number of operations required for error recovery by means of the i-th
algorithm under the condition that the channel's current class is j. As in the previous case, by introducing

the additional basic variable p(Hz) >0 the inequality defined above should be transformed into the

equality as well as in the previous case. Then the basic solution will include three non-zero probabilities
while the solution method will be the same as in the previous case. By virtue, if the constraints imposed
on the system are in contradiction then it is impossible to design a decoder with given parameters.

Lastly, the near-optimal error recovery strategy may be defined for each non-zero syndrome as well
as for the syndromes' set that are contained in the common domain of the different decoding algorithms.

Conclusions

The current error correction framework presents an advanced strategy that dramatically improves the
overall performance of the packet transmission mechanism. It optimally corrects and fixes any
deterioration in the performance caused by noisy channel, such as BER, undetected error probability and
synchronization failure probability.

This strategy enjoys the following main advantages.

e In general, it matches any Packet Switched Networks technology. Moreover, these techniques
may use packets variable and fixed length, respectively.

e The suggested strategy is adaptive. This feature implies that any derived technique from this
practice, will optimally determine the number of classes, the algorithms contained in each class,
the buffer length, etc.

e The implementation of any derived technique is simply and easily executed because the
transitions between the various decoding algorithms are done by the same error correcting code
without changing the code generating polynomial.

e The additional feature of the presented method is that it may be applied in the most near- optimal
way considering different users applications and traffic types. Keeping in mind that the Packet
Network is saving several users and applications, the present strategy is close to optimal in most
of its parameters.
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The quality of the ranking function is an important factor that determines the quality of the Information Retrieval system. Each
document is assigned a score by the ranking function; the score indicates the likelihood of relevance of the document given a query.
In the vector space model, the ranking function is defined by a mathematic expression such as:
score(q,d) = Z tf(t in d) * idf(t) * getBoost(t.field in d) * lengthNorm(t.field in d) * overlap(q,d) * queryNorm(q)

teq

We propose a fuzzy logic (FL) approach to defining the ranking function. FL provides a convenient way of converting
knowledge expressed in a natural language into fuzzy logic rules. The resulting ranking function could be easily viewed, extended,
and verified:

o if (tf'is high) and (idf is high) — (relevance is high);

o if (overlap is high) — (relevance is high).

By using above FL rules, we are able to achieve performance approximately equal to the state of the art search engine Apache
Lucene (AP10 +0.92%; AMAP -0.1%). The fuzzy logic approach allows combining the logic-based model with the vector model.
The resulting model possesses simplicity and formalism of the logic based model, and the flexibility and performance of the vector
model.

Keywords: Fuzzy Logic, fuzzy set, ranking function, information retrieval, vector space model, tf idf model, Boolean model

1. Introduction

Information Retrieval (IR) model could be defined formally as a quadruple [D, O, F, R(q; d;)] where
D is a set of logical views of documents, Q is a set of user queries, F' is a framework for modelling
documents and queries, and R(g;d;) is a ranking function which associates a numeric value to the
document d; according to a system assigned likelihood of relevance to a given user query ¢; [1]. The
quality of the ranking function is an important factor that determines the quality of the IR system.

Logic based Boolean model is one of the earliest models used in the IR systems. The Boolean model
owes its former popularity to its clean formalism and simplicity. However, the Boolean model suffers
from major drawbacks: binary decision criterion without any notion of a grading scale; difficulty of
translating the query into Boolean expressions [1, 6, 4].

Vector model is a popular retrieval model. The main advantages of the vector model are: its term-
weighting scheme improves retrieval performance; its partial matching strategy allows retrieval of
documents that approximate the query conditions; it’s weighting scheme sorts the documents according to
their degree of similarity to the query [1]. However, vector model does not possess clean formalism and
simplicity.

Fuzzy logic [13] allows combining the logic based model with the vector model. The resulting
model possesses simplicity and formalism of the logic based model, and the flexibility and performance
of the vector model.

2. Related work

Fuzzy logic has not been applied to defining ranking function directly; however, fuzzy set model has
been used to define fuzzy queries [2], fuzzy relationships between query terms and documents [7,8]. Each
query term defines a fuzzy set and each document has a degree of membership in the corresponding set.
The Fuzzy Set model performs query expansion based on principles of fuzzy logic. A thesaurus is
constructed by defining a term-term correlation matrix. The correlation matrix is used to define a fuzzy
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set associated to each index term k;. Document d; has a degree of membership 1, ; =1~ [[(1-¢; ;). The

k;ed;
procedure to compute the document’s relevance given a query is analogous to the procedure used by the
Boolean model, except rules of fuzzy logic are used [8]. The fuzzy set model approach is not popular
among the information retrieval community and has been discussed mainly in the literature dedicated to
fuzzy theory [1]. Recent attempts utilizing fuzzy search were tried at TREC 2001 with the search engine
NexTrieve. NexTrieve used a combination of the exact search and fuzzy search. The conference paper
that describes NexTrieve [3] unfortunately does not provide details on the theoretical foundation and
implementation of the system. It appears that application of the fuzzy logic was to the position, and to the
scoring: terms in different parts of the document would get different scores and not all of the words would
need to be present in order for the document to get a high score. According to the authors of NexTrieve,
one of the biggest drawbacks of the system was that it did not take into account word frequency within a
document and document length which has been shown to be a crucial part of the ranking score.
Performance of NexTrieve system was substandard with average precision of 0.13; and after some
additional modifications (adding word frequency, and document length parameters) were made, it went
up to 0.19; which was still substandard [3].

3. Motivation

3.1. THEORETICAL FIT BETWEEN FUZZY LOGIC MODEL AND INFORMATION RETRIEVAL
MODEL

The Information Retrieval system retrieves documents based on a given query. Both the documents
and in most cases, the queries, are instances of natural language. Natural langue is often vague and
uncertain [9]. It is difficult to judge something that is vague and uncertain with deterministic crisp
formulas and/or crisp logical rules. Fuzzy logic is based on the theory of fuzzy sets, a theory which relates
to classes of objects with un-sharp boundaries in which membership is a matter of degree [12].
Documents, queries and their characteristics could easily be viewed as fuzzy granular classes of objects
with un-sharp boundaries and fuzzy memberships in many concept areas [14].

Fuzzy logic is a logical system, which is an extension of multi-valued logic [12]. Use of fuzzy logic
provides the benefits of the Boolean method while overcoming its drawbacks. Since the concept of fuzzy
logic is quite intuitive, the fuzzy logic model provides a framework that is easy to understand for a
common user of IR system. Documents retrieved by a query are evaluated by the rules of the Fuzzy
Inference System (FIS) that have precise semantics. Unlike the Boolean model that is based on binary
decision criterion {relevant, not relevant}, fuzzy logic expresses relevance as degrees of memberships
(e.g., document | query could have a relevance measure with the following degrees of membership: 0.7
highly relevant and 0.5 moderately relevant and 0.1 not relevant). Fuzzy logic is tolerant of imprecise
data [1].

3.2. EXPERT KNOWLEDGE TRANSFER PROCESS

Since IR deals with natural language, many of the rules that are used to determine relevance of
documents come from experts and from experience. Before the rules are converted to formulas, they are
often communicated as observations in natural language (e.g., if most of the terms of the query are
present in the document, then the document is likely to be relevant; if a term of a query occurs in a
document often, that will increase the likelihood of the document being relevant, etc.). Fuzzy logic allows
incorporating rules into the system in a natural way. The basic concept underlying FL is that of a
linguistic variable, a variable whose values are words rather than numbers. FL may be viewed as a
methodology for computing with words rather than numbers. Even though words are inherently less
precise than numbers their use is closer to human intuition. Computing with words allows the tolerance
for imprecision [12].

3.3. OPTIMIZATION/VERIFICATION PROCESS

Various graphical user interfaces such as Matlab Fuzzy Logic Toolbox provide a convenient way to
view all the components of an FIS; to modify them easily; and to examine and verify the effects of
changes. Parameters of FIS could be modified systematically by utilizing various optimization
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approaches. The fuzzy logic approach is a very flexible one. It is possible to make small improvements
without disturbing the integrity of the system, by changing parameters of the parts of the system such as
rules and membership functions. If more granularity is desired more rules and/or membership functions
could be added.

3.4. IMPLEMENTATION

Baseline Model. The Ranking Fuzzy Inference System (R-FIS) could be based on various retrieval
models that have well defined rules and provide access to underlying features. The vector model was
chosen as the baseline model due to its good performance. The R-FIS input variables are typical variables
that are used in tf.idf based systems: tf.idf, overlap. It is beneficial to use variables that have been
established to be significant in determination of document’s relevance, without them, the results would
suffer [3].

i1 T- R-FIS

[mamdani)

_ relevance

overlap

Figure 1. Fuzzy Inference System

3.5. FUZZY INFERENCE SYSTEM

Rules. Ranking Fuzzy Inference System (R-FIS) is constructed with the use of Matlab Fuzzy Logic
Toolbox. The first step in construction of an FIS is to define rules. Rules will be derived from a common
knowledge about information retrieval and the tf.idf weighting scheme. The order of the rules in FL does
not affect the output.

If many of the terms of the query are found in the document (overlap), the document is likely to be
highly relevant:

« if (overlap is high) — (relevance is high)
For each of the query terms the following rules are defined:
If a query term in a document has high tf and idf measures, the document is likely to be highly relevant:
« if (tf is high) and (idf is high) — (relevance is high)
We have found that the performance of the system is better if the rules that penalize low features
are added. To achieve this we added the negated rules for each of the rules above:
« if (overlap is not high) — (relevance is not high)
« if (tf is not high) and (idf is not high) — (relevance is not high)

Approach to simply negate the rules is compact but it assumes that the opposing membership
function is inversely symmetrical. Another approach to creating negated rules is by adding appropriate
membership functions such as low and high.

Each rule has a weight associated with it. In case of R-FIS each tf.idf rule was assigned a weight of
1/t, where t is a number of terms in a query. Weight for the overlap rule was 1/6 of the weight of the tf.idf
rule. Overlap rule weight is lower due to the fact that to some degree overlap rule is already represented
in each of the tf.idf rules.

Fuzzy Sets / Membership Functions. It is necessary to give mathematical meaning to the linguistic
variables mentioned in above rules: high relevance, low relevance, high tf, low tf, high idf, low idf. It is
necessary to define fuzzy sets (see Figure 2). All input variables and output variables currently have two
fuzzy sets associated with each variable: high, not high. If greater granularity is desired, more fuzzy sets
could be defined such as for example: very low, low, medium, high, very high, etc. A membership
function is a curve that defines how each point in the input space is mapped to a degree of membership of
fuzzy set. There are various membership function types such as: sigmoid, Gaussian, trapezoidal (trapmf),
triangular (trimf), etc. [5]. Gaussian and sigmoid based functions through a higher number of parameters
provide for a higher flexibility.
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Figure 2. Fuzzy Sets / Membership Functions

Generally Gaussian function better models the underlying variables, but knowledge about variables
that are being modelled is necessary in order to define parameters of the function appropriately. In this
case, linear functions such as trapmf and trimf achieve suitable performance without the need for further
tuning. In certain cases, it seems more beneficial to use linear membership functions such as trapezoidal
and triangular membership functions. For example, in the case of idf; it appears to be more efficient to

use trapmf. Trimmf since idf has already been normalized with log function: idf = log(ﬁ) . For each of
n

the input and output variables of the R-FIS two triangular membership functions were defined: high, not
high.

Fuzzy Inference Process. The Fuzzy Inference Process is performed automatically, but in order to
explain how the system functions, each of the steps will be examined (see Figure 3).
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Figure 3. Fuzzy Inference Process

Input Fuzzification. The first step is to take the crisp numerical values of the inputs and determine
the degree to which they belong to each of the appropriate fuzzy sets via membership functions [5]. For
example: tf1 = 0.7, this would be translated into 0.7 degree of membership in fuzzy set “high” and 0.3
degree of membership in fuzzy set “not high”. Same procedure would be applied to all of the inputs
(see Figure 4).
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Figure 4. Input Fuzzification
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Fuzzy Operator Application. Once the inputs have been fuzzified, the degree to which each part of
the antecedent has been satisfied for each rule is known. If the antecedent of a given rule has more than
one part, the fuzzy operator is applied to obtain a number that represents the result of the antecedent for
that rule [5]. Let’s examine rule: if (tf1 is high) and (idf1 is high) — (relevance is high). In this case the
input to the fuzzy operator is two membership values from fuzzified input variables: e.g. tf1 has a 0.7
degree of membership in fuzzy set high and idf1 has a 0.6 degree of membership in fuzzy set high. For
the R-FIS product (prod) was selected as a fuzzy operator for and method so the result is 0.7 * 0.6 = 0.42.
This procedure is applied to every rule. The and fuzzy operator could be seen as an aggregation applied
locally in this case to the terms of the rule. There are different operators for and operator such as: min,
prod. Prod has a much better theoretical fit, since by using the prod operator, output is determined by all
features of the terms and not just the minimum one. Prod has also been established to be an appropriate
and method realized by a formula based tf.idf model; since in the formula tf and idf are combined through
use of product operator:

score(q,d) =Y. tf(tind) *idf(t) * ...
teq
Implication Method Application. The input for the implication process is a single number given by
the antecedent, and the output is a fuzzy set. A consequent of the implication method is a fuzzy set
represented by a membership function, which weights appropriately the linguistic characteristics that are

attributed to it (see Figure 5). The consequent is reshaped using a function associated with the antecedent
(a single number) and the weight of the rule. Implication is applied to every rule [5].

tf1 =07 idt1 =06 t.n=0.3 idf.n=02 overlap = 0.4
| |

| Lam =

Figure 5. Implication Method

relevance = 0,459

The implication operator determines the shape of the consequent fuzzy set. The prod operator
appears to be a better fit in comparison with the min operator; since prod scales the consequent fuzzy set
unlike min that truncates the consequent fuzzy set. The prod operator allows the output fuzzy set to retain
its shape properties; unlike the min operator that alters the shape of the resulting fuzzy set.

Output Aggregation. Since decision is based on all of the rules in the FIS, the rules must be
combined in order to make the decision. Aggregation is the process by which the fuzzy sets that represent
the outputs of each rule are combined into a single fuzzy set. The input of the aggregation process is the
list of fuzzy sets that represent the outputs of each rule (see Figure 6). The output of the aggregation
process is a fuzzy set [5].

o ] ] ] ]

Figure 6. Output Aggregation

There are a number of different aggregation methods available, such as: max, sum, probabilistic or.
The nature of the information retrieval dictates that the determination of the ranking should be done based
on all of the rules. In this case the sum aggregation method appears to be a much better fit. Sum has also
been established to be an appropriate aggregation method by a formula based tf.idf model since terms are
combined through the sum operator: score(q,d)=Y.... .

lEq
Output Defuzzification. The input for the defuzzification process is
the aggregate output fuzzy set and the output is a single number (see
Figure 7). Fuzziness helps the rule evaluation during the intermediate
0 1 steps; however the final desired output for each variable is generally a

single number. Fuzzy set must be defuzzified in order to resolve a single
output value from the set. There are various methods for defuzzification
such as: centroid, bisector, middle of maximum (the average of the
Figure 7. Output Defuzzification  maximum value of the output set), largest of maximum, and smallest of
maximum.

relevance = 0.469
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Centroid method is the most widely used method. In this case the centroid method is used, since it
satisfies the underlying properties of the system and exhibits the best performance. The centroid method
returns the centre of the area under the curve. In this case it is 0.469.

4. Evaluation
4.1. EVALUATION DATA SET

To evaluate the effectiveness of R-FIS, data from the NIST TREC 2004 Robust Retrieval Track was
used. The robust retrieval track explores methods for improving the consistency of retrieval technology
by focusing on poorly performing topics [10].

TABLE 1. Document Corpus

Source # Docs Size (MB)
Financial Times 210,158 564
Federal Register 94 55,630 395

FBIS, disk 5 130,471 470

LA Times 131,896 475

Total Collection: 528,155 1904

The Robust test set contains 250 topics: topics 301-450 (ad hoc topics from TREC 6-8), topics
601-650 (new topics for 2003 robust track), and topics 651-700 (new topics for 2004 robust track) [11].

TABLE 2. Relevant document statistics for topic sets

Mean Relevant per Minimum Number Maximum Number
Topic Set | Number of topics | topic Relevant Relevant
Old 200 76.8 3 448
New 49 42.1 3 161
Hard 50 88.3 5 361
Combined | 249 69.9 3 448

Baseline System. Apache Lucene version 1.4.3 [15] with query expansion module [16] was used as
the baseline search engine. Lucene is an open source, high-performance, full-featured text search engine
written entirely in Java.

System Configuration. FIS Rules:

« if (overlap is high) — (relevance is high)

For each of the query terms:

« if (tf is high) and (idf is high) — (relevance is high)

« if (tf is not high) and (idf is not high) — (relevance is not high)

TABLE 3. FIS Specifications

Fuzzy Inference System Type Mamdani

And method product
Implication method product
Aggregation method sum
Defuzzification centroid
Membership Function Type triangular [0,1]

Each rule has a weight associated with it. Each query term rule assigned a weight of 1/t, where t is a
number of terms in a query. Weight for the overlap rule is 1/6 of the weight of the query term rule, due to
the fact that to some degree overlap rule is already represented in each of the query term rules (see
Figure 8).
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relevance

idlf oo

Figure 8. Rule Surface

4.2. PERFORMANCE EVALUATION

TABLE 4. Evaluation Results

Tag Topic Set MAP P10 %no

Lucene Old 0.2232 0.3945 15.00%
R-FIS Old -0.0061 +0.0035 -0.00%
Lucene New 0.2738 0.4143 10.20%
R-FIS New +0.0201 +0.0326 -2.00%
Lucene Hard 0.1374 0.286 28.00%
R-FIS Hard +0.0117 +0.026 -2.00%
Lucene Combined 0.2332 0.3984 14.10%
R-FIS Combined -0.001 +0.0092 -0.40%

Values given are the mean average precision (MAP), precision at rank 10
averaged over topics (P10), the percentage of topics with no relevant
in the top ten retrieved (%no).

R-FIS has slightly outperformed Lucene on all of the topic sets on the P10 and %no measures. MAP
measure was slightly better for R-FIS on New and Hard topic sets and slightly worse for Old and
Combined topic sets. Overall, we believe R-FIS performed very well, considering that Lucene is a state of
the art vector based search engine.

Conclusion

We presented a new method of defining the ranking function by combining the logic based model
with the vector model through the use of fuzzy logic. Fuzzy logic provides a convenient way of
converting existing knowledge into fuzzy logic rules. To construct a system with a good performance, a
basic understanding of the tf.idf principles and the basic principles of information retrieval theory appears
to be sufficient. The resulting model possesses simplicity and formalism of the logic based model, and the
flexibility and performance of the vector model.

For the baseline model we have used vector based model due to its speed and performance, but
fuzzy logic approach could be applied to any retrieval model that has well defined rules and provides an
access to underlying features.
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DEPENDENCE OF THE ENERGY OF MOLECULES
ON INTERATOMIC DISTANCE AT LARGE DISTANCES

L.A. STEPANOV

Juglas la -20, Riga, LV-1024, Latvia

Earlier it was supposed that the energy of molecules increases monotonously with interatomic distance at large distances.
However, dissociation of molecules (for example, Te, — 2Te) often is a chemical reaction. According to chemical kinetics, chemical
reactions overcome a potential barrier. Therefore, there must be a barrier at the energy — distance curve. Earlier it has been supposed
that quantum chemical methods give a wrong result at big distances if the wave function does not turn to zero. It is shown that it
must not obligatory turn to zero. The wave function can be a piecewise function.

Keywords: diatomic molecules, potential energy curves, wave function, dissociation of molecules

1. Introduction

According to the traditional point of view, the energy of molecules depends on interatomic distance
according to Curve 1, Fig. 1 (the energy of independent atoms is supposed to be zero). This dependence
has the following disadvantages. Dissociation of molecules (for example, F, — 2F) often is a chemical
reaction. According to chemical kinetics, chemical reactions overcome a potential barrier. This barrier is
absent at Curve 1.

E A Figure 1. Dependence of the energy of molecule
. on the distance between atoms: 1 — traditional
,° theory, 2 — according to this paper. Point A is the
. point where the bond begins to fail.
+
.
4
4
’
1
) R

It is a very strong argument
against Curve 1. Rupture is a transition
from the less stable state to the more
stable state, from the state with higher
energy to the state with lower energy.
According to non-equilibrium thermo-
dynamics, the system being deflected
greatly from equilibrium looses steadiness and the system changes to a qualitatively new steady state
(with lower energy) [1]. In [2-4] it has been shown that failure of molecules during stretching of solids
happens like this: at strong stretching of interatomic bonds, molecules loose stability and turn to a
qualitatively new steady state with lower energy, resp. ruptured molecules. One can assume that
dissociation of a single molecule also happens like this. According to the Curve 1 (see Figure 1), the
energy must not be released during separation of interatomic bond. However, it has been found
experimentally that during stretching of solids, chemical bond ruptures lead to micro-heating of substance
to a few hundred grades [5].
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2. Theory

The dependence of the energy of diatomic molecule on the distance between the atoms must be the
following one: the Curve 2 (Figure 1). During stretching of molecule, its energy becomes larger than that
of independent atoms and in the point A the molecule becomes greatly unstable and turns to the
dissociated state. There are two possibilities: from the point A the curve tends smoothly to zero, or
transition to the dissociated state happens by a jump. With this the energy of elastic stretching is released.

Pay attention that the function E(R) defined at Ry < R < R" (E(Ry) is minimal, E(R") = 0, Curve 2,
Fig. 1) at R — oo does not turn to zero. The energy E(R) at R — oo has the sense of the energy of
fictitious molecule being stretched to the infinitive distance. Dependence E(R) near the bottom of the
potential well is found experimentally, behaviour of E(R) at big distances is an invention of physicists. It
has been supposed that E(R) at R — oo turns to zero. It is not obvious. Molecule must not obligatory fail
if E(R)=0.

In [6] the H2+ ion has been solved exactly taking into account that the energies of electron - nuclei
interaction are

E = 12K, (1)
E,=1/2KI; )

where K is the coefficient of proportionality, r; is the distance between nucleus and the electron, and the
energy of nuclei interaction is

E;=A/R% A >0, 3)
where R is the inter-nuclear distance. According to this calculation, the energy of the ground state is
E(R) = 3/2-(2K/m)"* + KR%/4 + \/R?, @)

where m is the hydrogen atom nucleus mass. The attraction force in such ion is greater than that in the
real one, and the repulsion force is less. It means that the binding energy of such ion is bigger and dE/dR
for it is bigger than that for the real ion. Let us build the following H2+ ion model: near the bottom of the
potential well energy is described by (4), at bigger distances it is described by the same equation but K
and A depends on R. In this model E(R) behaves like the Curve 1, Figure 1. By fitting of K(R) and A(R)
in (4) one can ascertain that the depth of the potential well is the same as that with the real H2+. In such
model dependence E(R) is stiffer and must reach zero by smaller R than that of the real ion. It is a
contradiction: the ion with larger binding energy fails earlier than that with the smaller one. Therefore,
the initial supposition that bond failure happens at E = 0, is not true. The rupture of chemical bond begins
in the real ion at Ra, E(R4) > 0, but the bond rupture in the model ion begins at Ry;> R4, E(Ry) > E(Ry).

3. Results and Discussion

Earlier it was supposed that quantum chemical methods give a wrong result at big distances if the
wave function does not turn to zero at R — oo. It is necessary to make the conclusion that the wave
function must not turn to zero. This result explains the paradox: experimental dissociation energies
usually are much bigger than theoretical ones [7, 8]. Mulliken in [9] predicted the existence of maxima at
the energy — distance curves: ,Here a theoretical calculation by Pauling on He,  should also be
mentioned, in which he found that the potential energy curve should have a pronounced maximum ... In
view of these several examples where recognition of the existence of maxima has been practically forced
on us, it seems likely that such cases may prove relatively frequent if we try to seek them. After all,
maxima in potential energy curves are obvious necessities for polyatomic molecules, in view of the
existence of activation energies, so that their occurrence also for diatomic molecules is not at all
shocking.”

In astrophysics the barriers at Curve 2 (Figure 1) are found experimentally for some molecules.
They are barriers of chemical reaction [10]. Many dependencies in Nature are piecewise functions. For
example, the dependence of strength of solids is a piecewise function of length and diameter of the
specimen, scatter in strength in solids is a piecewise function of strength or the time the load is withstood
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[2-5], the chemical reaction rate constant and equilibrium constant are piecewise functions of
temperature [11-12]. It is very possible that the wave function is also a piecewise function of its
arguments:

\V(R) = \ll](R), RO <R< R],
Y(R)=yy(R), R <R<Ry;
\|/(R) = \|I3(R), R2 <R< R3;
......................................... . (5)

One sees that y;(R) must not turn to 0 when R turns to infinity, even if there is no hump at the
Curve 1 (Figure 1). Earlier, the authors added additional terms to y;(R) to secure y;(R) — 0 at R — .
This trick seems doubtful now.
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CTPYKTYPHbBIN AHAJIU3
JAEMOI'PA®UYECKOI'O KPU3UCA B JIATBUHU

0. KOYETKOB

Puoiccxuii Texnuueckuii ynugepcumem
ya. Kanvxro 1, LV-1658, Puea, Jlamsus

PaccMOTpeHbl OCHOBHBIE MIPH3HAKH M IPUYKHEL IeMorpaduueckoro kpusuca B JlaTBuu. AHaIN3 COOTBETCTBYIOLIETO 3HAKOBOTO
oprpadpa moxasaj HaIM4ie B CHCTEME BHYTPEHHEH HAIPSDKEHHOCTH U KOH(IIMKTOB MHTepecoB. be3 NpuHATHS JAeHCTBEHHBIX Mep [0
HPEOIONCHHIO JEMOrpa(pUuecKoro KpU3nca YUCICHHOCTh HACEICHHS CTPAaHbI MOXET KaTacTpo(HuecKH yMeHbIIaThcs. OCHOBHOM
cTparerueil BbIX0/1a U3 KPU3UCA SIBJISCTCS yBEINYCHHE HHBECTHINH B 9KOHOMHKY U B COLMANBHYIO cepy.

Knroueguvie cnosa: oemoepagpuueckuii kpusuc @ Jlameuu, KoeHumugHas cmpykmypu3ayus

B mepexonmHblii mepuon mociegHEro necATuiaeThs XX Beka B JlaTBMM WMeNn MecTO TIyOOKHiA
SKOHOMHUYECKUI KPU3HUC, ITPOU3OILIO PE3KOE PACCIIOCHUE O0IIeCTBa M OOHUIAHME 3HAYUTCIILHOW YaCTH
HaceneHHs. Takue HeraTWBHBIE COLMAJbHBIC SIBICHUS Kak Oe3paboTvma u OEJHOCTh, NPUCYILHUE
SKOHOMHUYECKUM MOTPACCHUAM, Mopa3miin o01iecTBo. OCOOCHHO CHIIBHO 3TO MPOSBIISIETCS B HEOOJBIINX
ropojax JIaTBuM U B CEIBCKOH MECTHOCTH.

VXy[mieHne  YCIOBUEM  KH3HH  TOJABIIIONICTO  OOJBIIMHCTBA  HACCNICHHS, CCTECTBCHHO,
OTPHIATEIIFHO CKa3aJloCh Ha AeMOrpadpuyecKoil CHUTyalnu B CTpaHe. YPOBEHBb pPOKIaeMoCTH B JlaTBum
Bcerga OBUT HENOCTAaTOYHBIM JaXke [UIS IIPOCTOTO BOCIPOHM3BOICTBA HaceneHus. [lokaszarenb
poxmaemoctH B JlarBuu ObuT Hanboee BEICOKUM B Tiepuof 1986-1988 rogos. Ho, Haunnas ¢ 1990 rona,
MOJIOKEHHE B 3TOW cdepe crao pe3ko yxyauathes, U B 1998 romy mnokaszaTeib pOXKIAEMOCTH
YMEHBIIWICS MTOYTH B 2 paza. B Hacrosmee Bpems JIaTBHs MO 3TOMY MOKa3aTENI0 HAXOAWUTCS HA OJHOM
n3 mocieqaux Mect B mupe [1]. [lo manaeiM BcemmpHOro OaHka CpemHWN €XKETOMHBIH MPHPOCT
Hacenenus B JlarBuu B 1990-98 ronax cocrasisii (-1.3%) — 3to mpeamnocieanee Mmecto B mupe. [1o aTomy
MOKA3aTeJII0 €KEeroJHOr0 IPUPOCTa HaceaeHUs JIaTBUsI HAXOUTCS Ha MocieHeM MecTe B EBporre.

C napyroit CTOpOHBI, OXHAaemasl NPOAODKUTENBHOCTh KU3HU Jiofeil B JlatBum B 90-x romax
yMeHbImanach (y My»XYdUH CHU3WIACH HA 4 rojia, y CHIIMH — Ha 2 TOAa), U OHA SBISLCTCS OJHON W3
camblx Hu3kux B EBpome [2]. Haumnas ¢ 1991 roaa, ymcno ymepmux Jjofeld cTaOMIIBHO MPEBBIIIAET
YUCJIEHHOCTb ponuBluuxcs. Ilokazarens muaaeHuyeckoil cmeptHoctd B JlatBum B 1995 romy mo
cpaBHeHHIO ¢ 1989 romom yBemmumics B 1.7 paza. [IpuBeneHHbIe (GakThl TOBOPAT O TOM, 4TO B JlaTBHU B
HACTOSIIee BpeMs HMEeT MECTO TIyOOKHi 1eMorpaduIecKuii KprU3uc.

Hacenenne mr000#f cTpaHBI SBISIETCS HETOCPEACTBEHHBIM IPOM3BOAUTENIEM H MOTpPEOHTEIeM
MIPOU3BOIUMBIX B FOCYJapCTBE MaTEepUANBHBIX OJar, OHO o0ecriednBaeT (yHKINOHUPOBAHIE YKOHOMHKH.
[TosToMy pa3BuTHE SKOHOMHKHA BO MHOTOM 3aBHCHT OT HAJIIMYHA B CTPaHE TPYIOBBIX PECYPCOB,
ompenesieMbIx OOIIed YHCICHHOCTBIO HaceneHus. CpemHerooBOM MPHUPOCT TPYIOBBIX PECYpPCOB B
JlatBun B 1990-98 romax cocraBun (-1.6%) — 3to Obwio mpeamocnenHee Mecto B mupe [1]. Ilo
cpaBHeHuio ¢ 80-mu rogamu XX Beka 3TOT MOKa3aTeIb YMEHBIIHICS B 2 pa3a.

JLis ImaHupOBaHUS Pa3BUTHSI YKOHOMHKH TOCYIapCTBa M yIyUIIEHUS JeMOTpaguIecKOl CUTyaIluu
B JlaTBUM BaxXHOE 3HAYCHHUEC KMEET AaHAIHM3 MPUYUH JeMOrpa)U4ecKoro Kpus3uca H IyTeH ero
npeopoyicHus. HaceneHue CTpaHBI SIBISETCSA COCTaBHBIM 3JEMEHTOM  COIMAITBHO-IKOHOMHYECKOW
CHCTEMBI TOCYAapCTBa. BMecTe ¢ IpyruMu sneMeHTaMy HacelleHHe 00pa3yeT OTHOCHUTEIFHO 3aMKHYTYIO
CHCTEMY, B KOTOPOH IPOHUCXOIIT IKOHOMHYIECKHE, COI[HATIbHBIC, TEXHOJIOTHYECKIE U IPYTUE TPOIECCHI,
OTIpEeNICIISIONINE JKU3Hb CTpaHbl. OTIOenbHBIE AJIEMEHTHI STOW CHUCTEMBI HAXOAATCS B CTPYKTYPHOM
B3aUMOCBSI3HM, @ IO3TOMY OIHMM U3 3((EeKTHBHBIX CIOCOOOB aHaIM3a CYIIECTBYIOIEH CUTyaluu
SBIISICTCS HCIIONB30BaHWE CHCTEMHOrO Mojaxoxa. B Hacrosmed pabore Oblla TOCTaBiIeHA IIETb:
pa3paboTaTh CTPYKTYpHYIO MOJENb, ONPENENAIONIyI0 BIMSHUE HAa YHCICHHOCTh HaceleHHWs JlaTBum
OCHOBHBIX COIUAIbHO-IKOHOMHYECKHX (PaKTOPOB, M MOCIICAYIONIUH e¢ aHaIIH3.

ConuaabHO-3KOHOMUYECKass CHCTEMa, BKJIIOYAIOIIAas OCHOBHbIC (DAaKTOpBI, BIHMAIOIIME Ha
YUCJICHHOCTb HACCJICHHUSA, MOXCT 6])ITI) OolrcCaHa CJICAYIOIUMU DJBJIEMCHTAMH: U; — YHUCJICHHOCTb
HACEJICHUS;, U, — YPOBCHb POXKIAAEMOCTH; U3 — YPOBEHb CMEPTHOCTH;, U, — CPEICTBA, BBIICISICMEIC
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roCy/IapCTBOM Ha 3[paBOOXpaHeHHe, 00pa3oBaHHe, MPOCBEIICHNE M COLMANIBHYIO cepy; Us — YPOBEHb
0eqHOCTH; Ug — YPOBEHb 0e3paboTHIbl; U; — CPECTBA, BHIJEIEMbIE TOCYAapCTBOM Ha 00OPOHY, OXpaHy
rpaHul, 0e30IaCHOCTh U T.II.; Ug — MHBECTUIIMM B SKOHOMHUKY. PaccMarprBaeMasi cucteMa OTHOCUTCS K
“MSTKHM cucTeMaM”. B 3TuX crucTemax denoBedecKuil (akTop UrpaeT 3HAUUTENBHYIO POJIb, H OHH MOTYT
aJanITUPOBATHCS K BHEITHIUM BO3ICHCTBUAM [3].

Jis  KadecTBEHHOTO CHCTEMHOTO aHAIM3a COLHAIBHO-)KOHOMHYECKOW CHCTEMBI B paboTe
UCIIONIb30BaHA KOTHUTUBHAS CTPYKTypu3alMs: ObLIa MOCTPOEHAa CTPYKTYpHAash cXxeMa MPUYMHHO-
CIIEZICTBEHHBIX CBA3EH B BU/I€ KOTHUTHBHOM KapThl (Pucynok 1).

A Cf

oA oNE g

PuCyHOK 1. KoruutuHast Kaprta COIMAIbHO-9KOHOMHYECKON CUCTEMBI JIJIsl aHAIN3a BIUSHUS
Ppas3IMYHBIX d)aKTOpOB Ha YMCJICHHOCTH HaCCJICHUA

© /@

BepuinHbel KOTHUTUBHOHN KapTsl (Ug, Uy, ... Ug) — 3TO 3JIEMEHTHI CUCTEMBI, OPUCHTUPOBAHHbBIE TYTH
MEXIy BepMHAMu (Uj, Uj) ONPEJENAIOT BIMSHME OJHMX DIJIEMEHTOB CHCTEMbl Ha Jpyrue. Jyru
XapaKTCPpU3yroT IMPUYUHHO-CICACTBECHHBIC CBA3U DJJICMCHTOB: Ayra OT BEPLIWMHBI Uj K BCPIIMHE U
NPOBOJMMTCA TOIJA, KOIJAa W3MEHEHHE U; BBI3bIBAECT 3HAYMTENIbHOE H3MEHeHue U;. IIpudmnHO-
CIE/ICTBEHHAsl CBA3b OyJeT TMONOXKUTENbHOH (3HAaK “IUIOC”), €CNU  yBEJNMYEHHE Uj NPHUBOAUT K
YBEJIMYEHHUIO Uj, & YMEHbLIEHUE U; — K YMEHbIIEHHIO U;. CBs3b OyJeT oTpuLaTenbHoi (3HaK “MuHyc”),
€C/IM yBEJIMYEHHE Uj NPUBOJUT K YMEHBIIEHHUIO Uj, 4 yMEHBIIEHHE U; — K yBeIU4YeHHIo u;. Ha s3bike
MaTeMaTHKH KOTHUTHUBHASI KapTa SBISAETCS 3HAKOBBIM OPHEHTHPOBAHHBIM rpadom (oprpadom).

PaccmaTpuBaemblii oprpad sBiseTcs c1abo CBS3HBIM M BKJIIOYAET OAWH KOHTYP — 3TO HETIS NpH
BEpIIMHE U; U 9 NOIMyKOHTYpoB. KOHTYp-TIeTns onpeaemnsieTcst JOTHCTUIECKOH SBOMIOLUEH YEIT0BEUECKOH
MO U TIPEICTaBIsIeT COOOW YNPABIISIONIYIO METII0 MOJOXHUTENbHOW oOpaTHOW cBszm [4]. Ota
HETI OTPa)kaeT HEIMHEHHOCTh CTPYKTYPHBIX H3MEHEHHH B CHCTEME, XapaKTEPHU3YIOILYIOCs yCKOPECHUEM
pOCTa YUCIEHHOCTU HACEJICHUS IIPY YJIy4IIEHUU YCIOBUAN KU3HU.

[1sTh NONMYKOHTYPOB COaNaHCHPOBAHBI U MMEIOT MOJIOKHUTEIbHbIE 00paTHBIE CBSA3M, TaK KaK YHCIIO
OTpHUIATCIbHBIX OYI' B HHUX YCTHOEC. Dt IMOJYKOHTYPBI YCHUJIMBAIOT OTKJIOHCHHA: YBCJINYCHUC
(yMeHbIIeHHE) 3HAYEHMs JIO00M BEPIIMHBI B KaKAOM M3 HHUX B KOHEYHOM CUETE INPHBOIUT K €ro
JabHEHIIEMy YBEJIMUYEHHIO (YMEHbIIeHH0). Hampumep, MOIYKOHTYP U;-Up-Us-Ug-Ug-Us-Us-U; SIBIISIETCS
cOaTaHCHPOBAHHBIM: yBEIMYECHNEC MHBECTUINA B SKOHOMHUKY (Ug) CHIKAeT YPOBEHb 0e3paboTHIIE! (Ug) H
ypoBeHb OemHocTH (Us). Ecim miogm >kuByT Oorade, Irydine MHTAIOTCS M 3a00TATCS O 3I0POBBE, TO
CHIDKAETCS YPOBEHb CMEPTHOCTH (U3), 8 YHCIEHHOCTh HacelleHus (U;) pacTeT. TO CIOCOOCTBYET TaKxkKe
YBEJIIMYEHUIO POXZAaeMOCTH (U;) W TPEONONICHWIO JaeMorpadudeckoro Kpmsuca. VIHBecTHINH
CHOCOOCTBYIOT POCTY JOXOAOB OIOKETa M TOCYJApCTBO TONyYaeT BO3MOXKHOCTH OOJBIIE CPEICTB
BBIJICISITh HA 00pa3oBaHue, 3[[paBOOXpaHEHHE U COLMANBHYIO chepy (uy). A yBelUUCHHE 3THUX CPEICTB
(ug) MOXHO paccMaTpuBaTh Kak HHBECTUIMM B HSKOHOMHKY (Ug), TaKk Kak pacTylieil IKOHOMHKE
HeoOXoauMbl 00pa3oBaHHbBIE, 3/10pPOBbIC JIOMU. TakuMm o0pa3oMm, JaHHas CTpaTerus IPeoJIOICHUs
JeMorpapMueckoro KpH3Hca, 3aKJIIOYAIOIIascss B YBEJIMYCHWH WHBECTHLMI B JKOHOMHUKY (Ug) M B
colaibHylo cepy, 3IpaBoOXpaHeHHe, oOpa3oBaHME (U4), SBISETCS B CYIIECTBYIOIIMX YCIOBHSAX
HNEePCHEKTUBHOI.

OcraybHble YeTHIPE MOITYKOHTYPa HMEIOT OTPHLATENbHbIE 00OpaTHBIE CBA3M — YUCIIO OTPUIATENBHBIX
Oyr B HHX HEYETHOE, a II09TOMY OHHM HecOalaHCHPOBaHBI M MPOTHBOJCHCTBYIOT OTKJIOHEHHSM.
Hampumep, B TOMYKOHTYpE U;-Up-Us-U;-Ug-Us-Us-U;, KOTOPBIM HecOaJaHCHPOBAaH, HMEIOT MECTO
MPOTUBOACHUCTBUS OTKIOHEHHSIM B BEpUIMHAX oprpada. YBEIUUCHNE CPEIICTB, BBIICISIEMBIX HA 00OPOHY,
OXpaHy rpaHdll U T.N. (U;) B ycioBusx JlarBum ¢ ee ci1aboif SKOHOMUKOW NPHBOAUT K YMCHBIICHHIO
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CPE/CTB, BBLICNSEMBIX Ha 3]paBOOXpaHeHHe, 00pa3oBaHHE M COLUAIBHYIO cdepy (usg). DTO BHI3OBET
YBEJIMYEHUE CMEPTHOCTH HaceleHus (U3) W CHIKEHHE pOoXaaeMocTH (U;). B wurore umcieHHOCTH
HaceseHHs (u;) OyZeT yMeHbIIaThes, a YPOBHU OemaHocTH (Us) M Oe3paboTuibl (Ug) Bo3pacTaroT. Takas
CHUTyallisl MOTPeOyeT OT roCy/JapcTBa JOMOIHHUTEIBHBIX CPEICTB HA MOCOOWs, MepeodydeHue IoieH,
OpPraHHU3alUI0 JOMOJHUTENbHBIX PAa00YMX MECT U T.I. ECTECTBEHHO, 3TH JOMOJHHUTEIBHBIE PACXOJbI
NPEMNSITCTBYIOT YBEIUYEHHIO CPEJCTB, BBLACIIEMbIX Ha 000poHy (u7). Tak JelcTByeT MeXxaHH3M
MPOTUBOCHUCTBHUS OTKIIOHEHHIO B BEPILIHHE Us.

BepumiHa u; B oprpade sBisiercst crieliu(UUecKod, MOTOMY YTO 4Yepe3 Hee MPOXOIAT TOJIbKO
MOJYKOHTYPBI C OTPHULIATENBHON 00OpaTHOI CBs3bI0, SBISIOIINECS HecOaTaHCHpOBaHHbIME. [loaTOMy U3-
32 HaJIMYMsl TaKOW JIOKAIBHOM HecOaJaHCHMPOBAaHHOCTH B BEpPLIMHE U;, COIVIACHO TeopeMe Xapapu o
cTpyKType [5], 3HaKOBHIH oprpad B 1esioMm He cOanancuposaH. Eciin Obl 3Ty BepIiiuHy (U7) MOXHO OBLIO
yopatb coBcem, TO oprpad Obi1 ObI cOaNaHCHpPOBaH MI00aNbHO. OHAKO, MPAKTUYESCKH 3TO HEBO3MOXKHO,
TaK Kak B JIOOOW CTpaHe ecTh 3aTpaTbl Ha 00OpOHY, moyMuuio u T.1. HecbanancupoBaHHOCTH oprpada
YKa3blBaeT HAa MNPUCYTCTBHE B PAacCMATPHBAEMOW CONMAIEHO-)KOHOMHYECKOH CHCTEME KOH(IUKTOB
WHTEPECOB W BHYTPCHHEH HANpPsOKEHHOCTH. B cTpaHax ¢ pPa3BUTOM SKOHOMUKOW TMPH HATHYHH
JIOCTATOYHO OOJIBIIUX CPEJCTB YBEIHUCHNE 3HAUCHHS BEPIIMHBI U; B MEHbIICH cTerneHu, yeM B JlaTuu,
Oy/ieT OTPHULIATEIBHO CKA3bIBAThCS HA 3[PAaBOOXPAHEHHH U COLMAIBHOM cdepe, a, CIe0BaTeNnbHO, U HA
nemorpaduueckor cutyarun. COalaHCHPOBAHHOCTH oprpada M CHATHE BHYTPEHHEH HANpPSHKEHHOCTH B
cucrteMe ObITH OBl TOCTUTHYTHI IIPU U3MEHEHUH ¢ ‘“MHHYyca” Ha “murioc” aubo 3HaKa Ayru (U;, Us), JHOO
oyt (u;, Ug). M3-3a crmaboil SKOHOMHKH TepBasl CTpaTeTusi — HM3MEHEHHe 3Haka Ayru (u;, Ug) —
NpaKTHYECKH HEOoCyllecTBMMa. BTopas crpaTerus HeocyllecTBUMa IO CBOEH CYTH, Tak Kak CpeJCTBa,
BbIJIEIIsIEMbIE Ha 000POHY, OXpaHy IPaHHMI, MOJIULUIO U T.II., IBJISIOTCS CIENU(PUISCKUMHI UHBECTHLIUSIMHU,
a MO03TOMY OOBIYHO HECKOJIBKO YBEIMUUBAIOT YUCIIO pabOYMX MECT U 3aHATOCTh HACEIICHUSI.

C nenbio Ooinee TiyOOKOro aHajiM3a paccMaTpUBAaeMOW CHCTEMHOW MOJENN  BBIIOJHEHO
WCCcIeOBaHNE HMMIYJBCHBIX TIpolieccoB B oprpade. Kaxmas w3 BepmuH oprpada (u;, Up, ... Usg)
MPUHUMAET HEKOTOPhIC 3HA4eHHUs Vi(t) B IUCKpeTHbIE MOMEHTHI BpeMernu t=0; 1; 2; 3 ... Nmmynbecom
ABJISIETCA M3MEHEHME 3HadeHMs BepiuuHbl Vi(t) — vj(t-1) =pj(t) mpu t>0. Jlna nposejeHus aHanu3a
UCIIONIb30BaHa KBajipaTHas mMarpuiia A cMexHocTu oprpada (PucyHok 2), cocTaBlieHHAs PH CISIYIOIIHX
0003HaueHHAX IyT oprpada:

1, ecnm gyra (uj, u;) MOJNOXKUTEINbHAS,
sgn(u;, u;))= < -1, ecm gyra (uj, U;) OTpULIATENbHAS,
0, eciu nyra (uj, U;) OTCYTCTBYET.

1 0 0 0 0 0 00
1 0 0 0 0 0 00
-1 0 0 0 0 0 00
4o 0o 1 -1 0 0 0 00O
0 -1.1 0 0 0 00
0 0 0 0O I 0 00
0 0 0 -10 -100
0 0 0 1 0 -100

Pucynok 2. Martpuiia CM&XHOCTH 3HaKOBOTO oprpada

PaccmarpuBamuche mpoCTble aBTOHOMHBIE MMITYJIBbCHBIE IPOLIECCHI, B KOTOPBIX BEKTOP HMIIYJIECOB
P(0) nmeer i-10 KOMIOHEHTY paBHYIO 1, a Bce OCTalbHBIE KOMIIOHEHTHI paBHBI Hymo. HawanbHbit
€IMHUYHBIA MMITYJIbC, BBEACHHBIH B BEPILIMHY U; PacHpOCTPaHIETCS 3a ONPENEeICHHOE BPeMs IO BCEH
cucteMe. ABTOHOMHBII IMITYJIbCHBIH TIPOIIecC B oprpad)e OMUCHIBACTCS ypaBHEHUAMHU [5]:

P(t)=P(0)- 4,

v, (1) =v;(ucxoonoe) + (anemenm i, j ¢ mampuye I+ A+ APt A,
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rae | — equHUYHAs MaTpuia, cOOTBETCTBYIOmas A. BekTop MCXOMHBIX 3HA4YEeHUI BepIINH V yCIOBHO
Opl1 mpuHAT paBHBEIM V(ucxomuoe) = (0, 0, ... 0), 3a eAWHUIy BPEMEHHU B3ST ToA. B COOTBeTCTBUH
C YCTaHOBIICHHOW paHEe NCPCIECKTHBHON CTpaTeTrhuell yIydileHUs IeMorpaduiecKoll CHUTyaIlldd B
CTpaHE B BEpPUINHY Ug BBOAUTCS €OUHUYHBIN HadansHBIH mmiryisc P(0) = (0, 0, 0, 0, 0, 0, 0, 1). B
pe3yibTate pacdeToB OBLIO YCTaHOBICHO cleAyromee. B MOMeHT BpeMeHH t=3 eOWHHWIIAM YHC-
JICHHOCTh HacelleHus (BepIINHA U;) YBEIWYUBACTCS HA 2 YCIOBHBIC CIUHUIIBI, a KaXKIBIA CIeIXyIOMIHA
MOMEHT BpeMEHHU OyJeT MPOMCXOJHUTh YBEJIMYCHHE UYMCIECHHOCTH HaceleHus Ha 4 eauHuibl. [lpu
BBEJIEHUHU €IUHHYHOTO HavyainsHOro umnyisca P(0) = (0, 0, 0, 1, 0, 0, 0, 0) B BepminHy U4, HAYMHAS CO
BTOPOTO MOMEHTAa BpeMeHH t=2, YHCIEHHOCTh HACENCHHUs dYepe3 KaXIyl eAWHHUIY BPEMEHH
YBEJMYMBACTCS HA 2 CJAMHHUIIBIL.

I[Tpu BBenenun HauansHOTO MMIyIkca P(0) = (0, 0, 0, 0, 0, 0, 1, 0) B BepuiMHy U; B MOMEHT BPEMEHHU
t = 3 YKMCIEHHOCTDh HaceJleHHs] yMEHBIIUTCS Ha 2 eIMHHMIIBI, a 3aTeM U3MEHAThCS He OyJeT. YBennyeHrneM
ypoBHe# OemHOCTH (Us) U 0e3paboTHIlHI (Ug) TyTeM BBEACHUS COOTBETCTBYIONINX CAMHUIHBIX IMITYIIHCOB
YUCIICHHOCTh HACCJICHUS, HAadyWHAsS C MOMEHTAa BpPEMCHH t=2, KaXIbIH MOCICIYIOINH MOMEHT
yMeHbImaeTcss Ha 2 enuHWIpl. OTCIOAAa CIEAyeT, YTO HAWIYYIIeH CTpaTerued sl MPeoNOJICHHS
IeMorpaueckoro Kpusuca B JIaTBUM SBISIETCS yBETHUYCHWE WHBECTHIHN B 3KOHOMHKY, a TaKKe B
conuaNbHyI0 chepy, 3IpaBooXpaHeHHE U 00pa30BaHNE.

Jns anamm3a oprpada BakKHBIM SIBISIETCS TPOBEpKa €ro Kak Ha aOCONIOTHYIO YCTOWYHBOCTH
(ycTOMYMBOCTh 1O 3HAYEHHUSM BEpIIMH), TaK M HAa HUMIYJIbCHYIO YCTOWYMBOCTh. [lpm Hammumm
HEYCTOMYMBOCTHU oprpada B ONMUCHIBAEMON UM CUCTEME MOTYT IPOMCXOIUTh HEXKeNaTeIbHbIE MPOLIECCHI:
MIPU UMITYJIbCHOW HEYCTOWYHBOCTH BEIMYUHBI HEKOTOPBIX MMITYJIBCOB WIIM 3HAUYEHHUS KAKUX-TO BEPIINH
npu abCOJIIOTHOW HEYyCTOWYMBOCTH MOTYT KaTacTpoduuecku yBenuduBaThes [S]. Oprpad cumraercs
aOCOJIFOTHO WJIM HMMITYJILCHO YCTOHYMBBIM B HMITYJILCHOM IIPOIECCE TPH YCTOHYMBOCTH Ka)KIOH €ro
BEPIIIIHEIL.

IIpu anamu3e 3HakoBOro oprpada Ha yCTOWYMBOCTH MCIOJB30BANACh €TO0 MAaTPHIA CMEXHOCTH A
(PucyHoKk 2). XapakTepuCcTHIeCKUH MHOTOWICH MAaTPHUIIEI A MOXKHO 3aITHCATh B CICAYIOIIEM BHIE:

C,(A)=det(A— A =ag- 2 +a, -2 +---+a,-A+a,,

rie a; — KO3(pQUIHMEHTH MPH KOPHSAX A; XapaKTepUCTHIECKOro MHorowieHa, det — oOmpeaenuTeNnb
MaTpuilsl. CKaIsIpHBIC TApaMETPHI A;, VIOBICTBOPSIOIINE XapaKTepucTnaeckoMy ypaBHeHHIO Ca(A) =0,
9TO COOCTBEHHBIC 3HAUCHUS MAaTPHULIBI A. BRIUICICHNS Ol CIEIYIOIIN CIIEKTP COOCTBEHHBIX 3HAYCHUH
paccMaTpuBaeMod Matpuibl A: 1; -1,405-10°%; 5,865-10 °+1,399-10°-1; 1,393-107; 0; 0; 0. ITockonbky
TOITy9eHO, YTO BCE HEHYJEBBIE COOCTBEHHBIC 3HAUYCHHWS PAa3IMYHBI U HE IPEBOCXOIST 1O aOCOIIOTHOM
BEJIMYMHE €HHHUITY, TO Oprpad) UMIYJIHCHO YCTOWYHB AJIS BCEX MPOCTHIX MMITYJIBCHBIX IMPOIECCOB [5].
OTcroza, MpU BBEACHUH KAaKOTO-TO HAYAIBHOTO HWMITYJIbCa B CHCTEMY BEIHYMHBI UMITYJIBCOB BO BCEX
BepIINHAX oprpacda OyIayT OrpaHHYEHBI M HE CMOTYT OECKOHEYHO Bo3pacTaTtb. HO MOCKONBKY €CTh OJIHO
coOCTBEeHHOE 3HaueHue paBHOE 1, oprpad 1o 3Ha4eHUsIM BepIinH (a0COIIOTHO) OyJaeT HeyCTOWYHB IS
HEKOTOPOTO TPOCTOr0 MMITYJILCHOTO Ipoliecca. V3MeHeHne 3HaYCHUH BEpIIMH HUYEM HE OTPaHUYCHO,
MOATOMY YHCIICHHOCTh HACEIICHHS CTPAHbI TP HEOIATOIPHATHBIX 00CTOATEILCTBAX MOXKET KaTaCTPOPHICCKH
YMCHBIIATHCS.

3akjouenue

e  OcHoBHBIC TeMorpaduIecKre moka3arenn (KodQQHUINEeHT BOCIPON3BOJICTBA HACEICHUS, TIOKA3aTelb
MITaJICHYECKOI CMEPTHOCTH, CPEIHHI €KETOMHBIH MPUPOCT HACSNICHUS M JIp.) YKa3BbIBAIOT Ha TO, YTO
JlaTBHs HAXOJUTCS B COCTOSIHUH IIyOOKOTO IeMOTpadHIecKoro Kpusuca.

L4 3HAaKOBBIN OpI/IeHTI/IpOBaHHLIﬁ rpa(b, or[pez[eninomnﬁ BJIMSIHUC HA YUCJICHHOCTH HACCJICHHS CTpPaHbL
OCHOBHBIX COIIMAJIbHO-O3KOHOMHYCCKHX (baKTOpOB, SIBIISACTCA HeC6aﬂaHCI/IpOBaHHBIM, YTO YKa3bIBac€T
Ha KOH(i)J'II/IKTBI HWHTEPECOB U HAJIUYIHNC BHy’I‘pGHHefI HAIIPS’KEHHOCTU B CUCTEME.

e [IpoBepka oprpada Ha yCTOWYMBOCTBH TOKa3aia, YTO OH OO0JaJaeT MUMITYJILCHOW yCTOWYHBOCTbHIO,
BEJINYMHBI HMITYJIbCOB B €r0 BEPIIMHAX OTPAaHHYEHBI H HE MOT'YT OECKOHEYHO Bo3pacTarh. B To ke
BpeMsi oprpad) HEyCTOHYMB MO 3HAYEHHUSIM BepUIMH (a0COIIOTHO), TOITOMY YHCIEHHOCTh HACEIEeHHS
B YCJIOBHSIX KPH3HCA MOXKET KaTacTpo(UUECKH YMEHBIIAThCS, OHA HUKAaK HE OrpaHHYCHa.

e  OCHOBHBIMH NTOTEHIIHAIFHO MPHUEMIIEMBIMH CTPATETHAMH TIPEOIOICHUS 1EMOTPA(YUIECKOr0 Kpru3nca
B JIaTBHU SIBISIFOTCS YBENMUCHNE HHBECTUINI B 9KOHOMUKY M B COIIMANIBHYIO cepy.
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COMPROMISE BETWEEN THE ACTIVE SYSTEMS
WITH DISTRIBUTED CONTROL
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On the base of theoretical model the advisability of amalgamation of the two enterprises in 2001 is confirmed. The active
system with two centres was analyzed as a hierarchic game. Conditions of the game equilibrium and effectiveness of the strategic
cooperation of the centres in agent’s dual control were investigated.

Keywords: game, active system, Nash equilibrium, Pareto effectiveness, centre, agent, aim function, strategy, compromise multitude

1. Introduction

In the complicated active systems management [1] decisions are developed by the centres.
Amalgamation of two big enterprises “Zorya” and ‘“Mashproekt” in Nikolaev, Ukraine in one scientific
production complex is a good example for improving of their effectiveness. Substantiation of the
amalgamation on the base of modern mathematical theory of the active systems has a very important
practical and theoretical significance.

UeG,

Agent A

Figure. 1. Active system with two centres and one agent

On the base of the game theory which is modelling amalgamation of two scientific production
enterprises manufacturing the same product (turbines) we prove that for the active systems with
distributed control Nash equilibrium and Pareto effectiveness can be observed on the condition of
cooperation or amalgamation of the two centres.

A formal usage of mathematical models in the management theory, economy, and sociology and so
on is known for a long time. Intensive development of the game theory started after publishing the work
[5] in the 1940-ies. At the last decade the theoretical game approach is also used in the organizational
systems’ theory [3,4]. Important results are got in the works [1,2,6], where Nash equilibrium and Pareto
effectiveness are used.

In this paper the mathematical models, typical mechanisms and procedures of decisions
development for the effective enterprise management are offered.
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2. Amalgamation model

Let’s consider the theoretical model of amalgamation of the two enterprises in terms of the game
theory. For instance, we have an active system [2] U that consists of two centres C;, C, and an agent 4,
then U= {C), (1, 4}, K # D & 0, + v, < 05 .

We interpret system U as a game with tree players: Cy, C,, A. Vectors of the centres action are
forwarded to the common object of management — agent 4. We introduce the ensembles of possible
behaviour strategies [6] for each player in the system U:

¢ .G ¢ c, .C C A 4 A
Xc] = x e x XC2 =002, X b X =, x5 Xy}

The totality of the strategies is as follows: x = {xC‘ x& x,f} ={x,x, X3}, xe X ®Xo, ®X,.

i o j
We indicate the aim function for each player in the system: W, =W, (x) is the aim function of the
centre Cy, W, =W, (x)is the aim function of the centre C,, W, =W, (x)and is the aim function of the

centre A. For every solution x the aim functions have the real number — profit: W (x):x > R.

A normal form of hierarchic game G [6], which interprets an active system management, looks
like as follows: G ={C,Cy, 4, X¢ ., X¢,, X 4. We, W, . W4}

In the above matrix management structure, which is typical for majority of scientific production
enterprises, the agents can be subordinated to several centres. Active systems in which such model of
management is applied, are called as customary systems with distributed control [1]. The characteristic
feature of the system with distributed control is the centres play in which equilibrium depends on the
quality of the centres management applied to the agent, bearing in mind that it can be individual as well
as common. The centres C; and C, play consists in the kind of stimulation choice for the agent A. the
mentioned centres in their turn depend on the agent’s behaviour.

The functional of the centres aim functions are as follows:

We, (S(0).x) = P, (x) =S¢, (), We, (S(x),x) = P, (x) = Sc, (x) ,

where F (x) is the profit C; from agent’s A4 actions, Fr, (x) is the profit C, from agent’s 4 actions

S¢, (x) is the agent’s stimulation from the centre C;, S¢, (x) is the agent’s stimulation from the centre
Gy, S(x)={S¢, (x),S¢,(x)} 1is the vector function of profit. The aim functions of the
agentW ,(S(x),x) =S¢, (x)+ 8¢, (x) — C(x) , where C(x) is the agent’s expenditures as a result of strategy

of the chosen behaviour. The aim function of the agent consists of a number of remunerations from the
centres without its own expenditures. Depending on stimulation vector S(x) the agent chooses such an

action strategy x € X that definitely maximizes its aim function — principle of the rational
agent’s behaviour:

supW, = Arg m;i:A(Q(AS'Cl (x)+ 8¢, () -C(x)) .

The centres come to the problem of the vector-function components stimulation choice. Each centre
can choose its own behavioural strategy as to the agent’s management. Depending on the centres
suggestion the agent chooses the strategy which guarantees maximum income. If one of the centres
chooses individual behavioural strategy the agent is not obliged to follow it as the second centre can offer
greater remuneration. System U looses equilibrium and the centres are enlisted to the search of
equilibrium. The equilibrium can be achieved with the help of the stimulation functions selection together
with the forecast of possible reaction of the agent. From the classical theoretic game approach two kinds
of equilibrium are known [3,4]:

e equilibrium according to Nash, that is not effective according to Pareto;

e cquilibrium according to Nash, that is also effective according to Pareto.
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The latter is the ideal state of the system, though it does not always take place. It is common
knowledge that in the active systems with distributed control a Nash equilibrium multitude Qy intersects
with a multitude of Pareto effective solutions Qp. It allows choosing from the Nash equilibrium multitude
just Pareto effective ones [6].
There exists a functional group of remunerations of the centres, which guarantees effective
equilibrium of the centres. They are as follows:

¥ Z,x=xi
Scl(x’x ):{ ! *
0, x#x ,

* ﬂ,x:xi
SCz(x’x):{ : *
0,x#x .

From the practical point of view such compensating functions support the agent’s strategy xeX 4

which in the active systems theory is called a plan. In connection with it the centres agree upon the
remuneration. In other words: agent 4 chooses a plan x*, then the first centre pays him remuneration 4,
and the second centre - remuneration A,. If the agent chooses another strategy x # x* he does not get any
remuneration. Hierarchic game essence of two centres and an agent was in choosing a vector-function
stimulation S(x). Due to such approach it comes to choosing the behavioural strategy for the agent

x e X 4 and the remuneration for the centres 4, =S¢, x), A =S, (x7). A principle of the rational

agent’s behaviour demands the condition of his aim function value inherency: W, (x*,x) 2 0.
As W, (S(x),x) =S¢ (x)+S¢, (x)=C(x), then S¢ (x)+S¢ (x)2C(x). For the plan x =x*
A+ A, > C( x*) is the total value of the chosen behavioural strategy of the agent stimulation should

be not less than its own expenditures for that.

From the other side the demand for Pareto effectiveness from the centres point of view is such
amount of remuneration which is impossible to diminish without changing the agent’s behavioural
strategy. It means that the sum of the centres remuneration equals to the agent’s expenditures:

A +2, =C(x")-

Now we find conditions for the game equilibrium that is such conditions, for which the centres
come to an agreement concerning the agent. For that we introduce criterion parameters:

o = max(Pg, (v) =S¢, (x)), @ = max(Pe, (1) =S¢, (1)

In the case of individual actions of the centres and use of compensating system of their income
stimulation @, and @, the condition of their mutually profitable cooperation in the management of the

agent’s structures looks like the following:

Pe () =S¢, ()2 @y, Pe,(x)= 5S¢, (1) 2 0,.

The planx = x~ Fo (x)=4 2@, F (x)-4, 2, — for realization of the centres cooperation it is

necessary that their incomes should be not less than in the case of their individual actions. Moreover, the
following condition should be observed: the sum of the agent’s remuneration equals to his
expenditures 3, + 4, = C(x")-

Multitude K of the agent’s actions and compensation vectors under such conditions is called the
multitude of compromise decisions. Analytical form of multitude K looks like as follows:

K={xeX|h+4=Cx),Pe, ()=} 2, P, (x) =1 2 w,} .
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Choice of the definite point of the compromise multitude defines the start of cooperation or
amalgamation for the centres. The result is choosing of the actions vector for the agent’s management and
stimulation. If the compromise multitude is an empty set K # &, a situation of competition between the
centres is formed. There wins the centre which acts more effectively — pays more to the agent.
Antagonistic relations in such situation show the absence of the system equilibrium according to Nash. As
a result the members of the active system will search for equilibrium and we’ll get analytical conditions
of the centres cooperation that is an effective prerequisite for the system equilibrium. Let’s introduce the
maximum value of the centres total income: wy = m;l()j(PCl (x)+ Fe, (x) =S¢, (x)) . It is the situation of

xXe

amalgamation of the centres. As 4, + 4, = C(x) Fe, (x) - Lz w, Fe, (x) - A, 2 @, . Thus, the centres’

amalgamation is possible only on the condition, that the compromise multitude is not empty. Condition
K # & is possible when the total sum of the individual incomes of the centres @, and w,, does not

exceed their common income calculated value after amalgamation: K # J < @, + @, < ws .

In other words, amalgamation of the centres for the agent’s management is more effective than
individual management. The whole is bigger than the sum of its parts: 1+1 >2. The latter can be
interpreted as a qualitative support for the amalgamation advisability of two scientific production
enterprises if they have lost production management effectiveness while producing the same products.

Conclusion

Theoretical game approach to the analysis of amalgamation of the two enterprises on the base of
hierarchic game and search for effective equilibrium of the active system with distributed control
confirmed advisability of the amalgamation and the task is fulfilled. It should be stressed that such
“mega-associations” became the most effective structures in the time of the very hard economical
situation in the country.

References

[1] banamos B.I'., 3amoxuer A.1O., Hosukos [I.A. (2003) Mexanusmol ynpasnenus
opeanuzayuonnuvimu npoexmamu. JIY PAH, Mocksa. 84 c.

[2] Tyoxo M.B., HoBukos [I.A. (2002) Teopus uep 6 ynpagieruu opeanu3ayuOHHbIMU CUCIEMAMU.
Cunrer, Mockaa. 148 c.

[3] HWarpumurarop M. (2002) Mamemamuueckue memoovl ORMUMU3AYUU U IKOHOMUYECKAS EeOPUsL.
Atipuc-nipecc, Mocksa. 606 c.

[4] Kyxymxua H.C., Mopozos B.B. (1984) Teopus neanmazonucmuueckux uep. MI'Y, Mocksa. 104 c.

[5] Heiman ., MopreamtepH O. (1970) Teopus uep u skonomuueckoe nogedenue. Hayka, Mocksa.
708 c.

[6] Hosukos [.A. (2005) Teopusa ynpasnenus opeanuzayuontvimu cucmemamu. MIICU, Mockga.
584 c.

Received on the 21" of December 2005

39



Transport technologies

Computer Modelling and New Technologies, 2006, Vol.10, No.1, 40-47
Transport and Telecommunication Institute, Lomonosov 1, LV-1019, Riga, Latvia

MODELLING FREIGHT FLOWS AT TRANSPORT TERMINAL
AND VEHICLE FLEET
OF OPTIMAL CARRYING CAPACITY

A. BAUBLYS

Transport Research Institute, Vilnius Gediminas Technical University,
Plytinés 27, Vilnius, LT-2016, Lithuania, E-mail: abaublys@takas.lt

Transportation of goods from the terminal to customers should be organized in such a way as to satisfy the demand of
customers and to use vehicles efficiently. Freight flows distribution assignment model developed in the present investigation allows
us to determine the capacity of a vehicle (i.e. its overall dimensions, carrying capacity, etc.), delivery time limits, time resources and
overall costs. The methods of determining optimal lots of the transported goods as well as choosing the way and means of
transportation are offered.

Keywords: freight terminal; vehicle; lot of goods

1. Introduction

The assignment is to take out goods from the transport terminal and to deliver them to customers in
small lots which can not be made any smaller but can be transported together with other lots. Goods
should be delivered in such a way as to satisfy the requirements of the customers and to ensure the
efficient use of transport facilities. The problem of achieving more efficient freight transportation over
long distances and carriage of goods about 20-40 tons by road transport have been analysed in various
papers [1-4]. However, the data on the analysis of cases when the cargo of about 50-1500 kg is
transported on the road network of a small area (i.e. a town), with bottlenecks on the roads and ecological
limitations imposed, are scarce. Therefore, an attempt was made to investigate the outlined problem and
to suggest some solutions to it.

2. Model of freight flow formation

Let M be a fixed number of vehicles used, N — fixed number of freight delivery points; /;, —
{1, 2., M } set of indices of all transport facilities, with the particular vehicles further indexed by 1 ; Iy
- {1, 2,..,N } set of indices of freight delivery points, with the particular points further indexed by ;.
Any transport facility i (i el M) is given: G, — cargo-carrying capacity; 7{;) — time resource (planned
period of transportation); Dy; ;) — size k of the cargo section of vehicle (k ek; = {1,...,L}; here, L —

number of sections of various cargo-carrying capacities.

It should also be noted that a lot of goods to be delivered to point j is characterized by the following
parameters: (j € IN); g(j) — cargo weight; d(j, k) — cargo size k; (k € KL); Ti;) — specified delivery
time. It is assumed that each lot of goods should be delivered to the particular point, while several lots to
be delivered to the same point are combined together; therefore, each point j may be associated with lot
of goods j .

It may be stated that the average speed of a vehicle carrying goods between the points j; and j,

depends on the profile of the road as well as on vehicle index I and weight of cargo G . Then, the
average speed of transportation will depend on parameters j,, j,, i and G and will be denoted further

byL7 (jl’ j2’ i: G)
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A matrix of distances A between the points of each pair ( j,, j,) is known. Relying on the distance

a( Jis jz) between the points of the pair ( j;, j,) and the average speed of vehicle between the above
points U ( Jis Jas1, G), it is possible to determine time of freight carriage from point j, to point j, for
any vehicle 7 :

t(j]ajZaiaG):a(jlan)/ﬁ(jlajZDiaG)' (1)

Let us formalize a series of transportation routes aimed to embrace all points or a set of cargoes to be
delivered. Let us also assume that transport facilities are at the terminal which will be assigned an index
(N + 1). Then, let us denote by a(j, N+ l) and a(j, N +1, j) the distances from point j to point (N + l)

and from (N + 1) to j, respectively.

A series of routes will be characterized by the vectors x, y of integer numbers and the
rearrangement 7 = (7[1, Ty yeees T N) of the elements of the set 7/, (i.e. the rearrangement of indices of the
delivery points). Let us assume that the vectors x belong to the sets X (m) , here, m — M 1is a size vector,

with the components m; and
X(m)z{erM|1Sx[Sml-, ielm}. 2)

here and further, E9 denotes a set of size vectors of all numbers ¢ .

The vectors y belong to the sets ¥ (]x ), here,

|x|: Z‘x[ and Y(|x|): {yeE‘x‘ =N <y2 < <Yy <N}. 3)
ie M

Physical meaning of the vectors introduced is as follows: the component x; of the vector

x(i =1,2,..M ) denotes a number of hauls for the vehicle i (while m; is a prescribed estimate of the
above number); the component ), of y(l =1,2,..., |x|x|) denotes the first position of the route /. More
exactly, the total of vectors x € X (m), yeY (|x|) and rearrangements 7t determine the routes |x|x| , while

each / from 7; is expressed in the following way:

n,=WN+Lz, .7 7, s N+1), 4)

Vi1 ? 2yl

All the routes (u) are allotted to M groups by the components of the vector x .
Each group of routes i refers to vehicle i, while the numbers of routes of this group belong to the

interval (x,-,x,- +1); here, the values X may be obtained via the components of the vectors x in the
following way:

X=1, %, =x+x,i=1,2,., M. (5)

Let us denote each route / by (l =1,2,..., |x|):

Vis -1 Vitg
6(11,)="3g(x,), 6(01,,9)=G(1,)- Yelz,), =12, (v = )1, ©)
=y =y

Let us set the constraints to a system of routes and their allotment to the particular transport
facilities. The limitations are also distributed among the groups similarly to route distribution among the

vehicles. Let the route / belong to groupi , i.e. [ € [)_ci, X; +1), here i e I,, .

First, the limitation on the total cargo weight is imposed on this route, implying that the above value
can not exceed carrying capacity of vehiclei :
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6(r1,) < Gi). (7

Secondly, to the route / a restriction is applied for overall freight dimensions, which cannot exceed
the dimensions of freight section of the vehiclei :

D, (11,)< D(i, k), keK, . ®)

The notation D, (IT,) is similar to that introduced to denote the first relationship in the
expression (6).
Third, time limits are imposed on the route/ :

(N1 7,06, )]< T(x, )

t[N+1, LA G(ﬁ,)]+ it[ﬂ'q,ﬂ:qﬂ,i, Gq(H[)]g T(ﬂq)’ )
qg=r+Lr +2,...,r]j7—[l.

Time limits are imposed on the total of the routes:

X1 X1l
v+t z, o6+ dr, o N+1i0]+ > 770G, (H,)]} <7(); (10)
=7,

I=%,

in expressions (9) and (10) the notation found in (1) and (6) is used.
Thus, overall costs Z (x, v, 7z) depending on the system of routes and their distribution among the

particular facilities defined by the vectors x, ) and rearrangement 7 may be obtained as follows:

q’”q-%—l’i’Gq(Hl)]}‘ (11)

In the equation (11), the costs of carrying the cargo of the weight G from the point j; to the point
J» by vehicle i, are denoted by Z ( Jis Jasis G). Generally, the costs may be expressed in terms of the

distance a( Ji» ]2) between the points j, and j, or by multiplying the above distance by all carried
goods. In other cases, the relationship between the costs considered and the parameters j;, j,, i, and G

may be more complicated, for instance, if the costs are determined in terms of the fuel used.
In transportation, various types of costs should be taken into account. Therefore, the model
considered is aimed to embrace various costs, denoting them by the index S and determining them as

shown in the equation (11). Thus, let us determine the costs (S + 1) of the type:
Z9)(x, y,7), here s=0,1,2,..., S

Then, let Z (0)(x, v, 7[) be overall costs to be minimized, while other kinds of expenses may be at the
highest admissible level Z (s) Then one more group of limitations referring to the overall costs will be
added to the previously formulated constraints:

Z9)(x, y, 7)< Z(s), s=1,2,...., (12)
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here, Z (S)(x, Vv, ﬂ') is found based on the values Z (S)( JisJosis G) according to the formula (11), while the
values Z ( Jis Jas i G) are used to find overall costs Z(x, V, 7r). Now, the problem associated with the
flows of lots of goods between the terminal and customers may be formulated:

to find
) 3y 2 ) 13

with the limitations (7)—(10), (12).
3. Determining the structure of the fleet of vehicles of optimal cargo-carrying capacity

The structure of the fleet of vehicles based on their cargo-carrying capacity should meet the
requirements to transporting goods in lots of various sizes.

Let cargo-carrying capacity of a vehicle be represented by a seriesqy, ¢;,..., q;,.... g,. In

addition, size distribution of the lots of goods is known. The probability of a lot of goods which would
require the vehicle of ¢ ( j=12, ..., m— 1) carrying capacity for transportation is as follows:

(a,),
[f(x)ax, j=1;
2=l (1
gf(x)dx, j>1,
dy

j-1

here, f(x) — distribution density of lot sizes.
The probability of occurrence of a lot of goods requiring ¢,, capacity vehicle which would transport

a lot of goods by i hauls (i +1, 2, ...) is the following:

(4,),

{f(x)dx, j=1
Pui=1 ) (1)
I_;'(x)dx, i>1.
(-1)g,,

A number of vehicles j of the type (j =L2,....,m— 1) needed is as follows:

N N
Aej — ij ﬂﬂnpj (16)
Ty \vb;

nj
here, N,, — average number of requests for goods transportation per 24 hours.

A required number of ¢,, capacity vehicles:

o0

Nv.r. Z ipm,i l
_ i=1 g.em
Am - T (U;mﬁm + tnpm \J . (17)

nm

Total number of vehicles:
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_ zipm,i
A :iA —]V mzlﬂ Zg_.ej+t +i1—(_lgi+t j (18)
e e — “Vvr t . npm .
j=1 / j=1 Tnj Utjﬂj i Tnm Utmﬁm v

By dividing the left and the right sides of the equations (16) and (18), we get that:

4y p; [ Lo

P +z,,pj], =12 m—1. (19)
4, T,;B\v,p,

Similarly, from the equations (17) and (18) we obtain that:

A, ZPmifg
SR - (20)
A, T,;B \v;pB;

2P,
A mlp; l ej i [ em
B==t-=>-"21 89 44 4=\ &7 ¢ | (1)
N, = Tnj {Utj I[;j npj T Oy B npm

It7,=T7,,=T,,then we should calculate:

ml lg.ej lg.em .
TnB: zp, _+tnpj + —+tnpm zlpm,i . (22)
v B,

Jj=1 Utmﬂm i=1

Therefore, to determine the probability of requests for transporting goods by various capacity

vehicles means to find the type of lot size distribution and the average output of the above vehicles per 24
hours.

Exponential distribution of lot sizes can be expressed in the following way:

o) 2 -
peg Jetdestze £ (23)
0
1 (qy)j _x _(qV)j—l _(‘17)_,
"-":E(g ¢ fdvze £ oce B (24)
4),.,
1 i(‘iy) (1_1)(q7)m l(qy)m
Pmi == egdxze g —e g X (25)
g (i1 )(‘17 ),,,

If the lot sizes distributed according to the normal law, the probability of a random value ¢ to be in

the interval l(qy )/,_ P (q},) J may be found in the following way:

J
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), -gH(qy),l —i’ 26)

p; ZP{(%)_H <e<lo,), }:(D*[(%Ug

here, o, — mean square deviation of the random value.

g
(D*|:<q}/)m_§:|_(D*|:<q7)m—l_§:|’ l:L
Oy Og
pm,i: . — . — (27)
@*{’("V)m_g}qn*{(l_l)(qy)m_g} i>1.
Gg O-g

In some cases, transporters and shippers relate the lot size of goods to cargo-carrying capacity of a

vehicle. Then an average lot size of goods to be transported will be:
(28)

o0

g= p./'(qy)j +(q7)m2ipm,,~ >

i=1

3

j
here, (qy)‘,(qy )m — the largest vehicle capacities based on vehicle body capacity and the kind of

Il
N

transported goods.
An average lot size of goods carried in a haul:

m—1 )
g.=2p; (qy) T (qy)mme,i : 29
= : i=1
An average vehicle cargo-carrying capacity calculated per haul:
_ m-1 0
Qe =209 T9n 2P, - (30)
j=l i=l
An average value of the static coefficient of the utilized vehicle fleet capacity
m—1 0
z ;pj(qy)j"'(qy)m;pm’i
Vo =25 =5 T €
Te ij‘1j+szpm,i
j=1 i=1
A number of hauls made by the vehicles of the fleet in a considered period:
he=—or, (32)
qeyst
here, P — total volume of transported goods, tons.
A number of hauls made by j — type vehicles:
ne == (33)
Qeﬂ/st

and by the largest capacity vehicles:
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m—1

Ao = nezpm,i =n, — Znej : (34)
i-1 =1

Total volume of goods carried by g ; capacity vehicles:
Pi=ngla,), j=12....m. (35)
The required number of ¢ ; capacity vehicles:

Ad=—2"T " j=1,2,...m (36)
1 b 9 b b b
Da;F,, ;
here, P,,. ; — vehicle output per 24 hours
_ 0BTy
Ppar.j_l ~+D»B~t .. (37)
ge TGP jtnpj

The investigation has shown that the size of a lot of goods carried from the manufacturers’ terminals
to the distribution network distributed according to the exponential law (Fig. 1). The distribution density
is as follows:

£(x)=0,0675¢ 0675

Sx) —

0,3 \

0,2 \
01 AN

= gy

—
0 0,12 0,242 0,362 0,402 gt

Figure 1. Size distribution of lots of goods

Conclusions
¢+ The assignment model offered for distributing freight flows at the transport terminal allows us to
determine the dimensions and cargo-carrying capacity of a transport facility, delivery time and
time resource limitations of a vehicle as well as overall costs.

* In order to determine the optimal structure of the fleet of vehicles and the particular
organizational form of transportation, the total volume and a lot of the transported cargo should
be analysed in terms of time. Since the demand for transportation and lot sizes are random
values, approaches of mathematical statistics are preferable for their analysis in time.

+ The methods for determining the optimal size of a lot of goods and way of transportation based
on general costs of their storage and carriage are suggested.
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For many years authorities of the EU believe that combined transportation is able to reduce negative impacts caused by
increasing use of road transport. But still there is no scientific background of how this form of transportation can reduce constantly
increasing infrastructure costs. The main aim of this article is to propose method for the comparison of infrastructure costs generated
by different transport modes.
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1. Introduction

In this article we assume, that infrastructure costs are generated by flow of vehicles passing that
particular road. At the same time we assume, that all other factors, for instance, climate conditions, etc.,
have no impact on the infrastructure. This simply means — the greater flows of vehicles go through the
certain segment of infrastructure, the greater damage it causes, the greater are infrastructure costs. So the
main task is to write down mathematical formulation of the method which will allow calculation and
comparison of infrastructure costs generated by different transport alternatives.

2. Mathematical formulation of the method

As we can observe in different literature sources, many of the scientists point out, that every
transport network consists of the set of linksa € 4, set of transport modes m € M operating on the
given links, and set of transfer links# € 7. So to every network link we can attach infrastructure cost
function s, which depends on the freight flow (or in our case on the vehicle flow) on a given link.

Analogically, cost function s; can be attached to every possible transfer link 7 .
Generally, freight flow consists of products p € P . Every single product is transported between transport
origin and transport destination points 0 and d .

Flows of product p on the network are denoted v” and consist of flows of that product on the
network and transfer links:

Up:{uf, aeAJ‘ )

o), teT

Flow of all products on the network is denoted v = Zup . Infrastructure costs stipulated by product

p ares?:

P
o) 52

Then, analogically infrastructure costs stipulated by all products are S :Zsp .
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If we institute an assumption that infrastructure costs do not depend on any other factor except
freight flow, we can denote, thats? = f (uf ), and s/ = f (utp )

General infrastructure costs generated by all freight flows are function /', which expression is
presented in formula (3):

F=Y ol e s? 02 o 3 s700)). 3

This is the function that we seek to minimize.
But in our case, when we calculate infrastructure costs generated by flow of vehicles not underrating
what type of products the vehicles transport, p =1. This allows simplifying formula (3) to expression (4):

F:(ZaeA Sa(ua)+2teT St(Ut)) . (4)

The last task now is to identify what infrastructure costs are generated by one vehicle passing 1
kilometre of the certain road.

We know that average intensity of transport flow on the given link during the day isv, . Then we can
denote that on this link average yearly intensity of transport flow is as follows:

v, =365xvV, . &)

Also we know that whole network of particular transport mode is of length L,,, and consists of the

sum of all links having lengths /; forming that network. Mathematically this could be written in the
following way:

h
I
~Ms=

I . (©6)

net

Government of every country every year spend a certain amount of money in order to renew
countries transport network (for every transport mode this amount is different). Let’s denote the sum
issued for particular transport infrastructure X . If we institute an assumption that this amount of money is
distributed gradually to all the network of certain transport mode, consequently we can state, that the sum
of money given to 1 kilometre of infrastructure is as follows:

Xkom :X/Lnet . (7)
In this case every link of length / every year gets a sum calculated by the following formula:
X=Ixx, =l xX/L,, . (8)

We already know that average yearly intensity of transport flow on that given link isv, . Assuming

that amount of money for renewal of this link does not depend on any other factor except quantity of
vehicles passing that link during the year (i.e. flow of vehicles) we can state, that exactly this flow

stipulates sum of money x; . So:
x=x/v,. )

This means, that one vehicle passing link of length /; generates infrastructure costsx;. So we can
write down that the same vehicle to one kilometre of the certain link generates infrastructure costs:
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Xemthm = X1/ 1 (10)

Then flow v, stipulates infrastructure costs to 1 kilometre Sy, :
Slkmzxt.m./km ><Uy' (11)

The same flow v, to whole link of the given length/ stipulates infrastructure costs S :

S;= Symx 1 . (12)
Recalling that s, = f(v, ), we can write the following:

5,(V) =355 (13)

Analogical situation we have with the infrastructure costs on the transfer link, i.e. because
s, = f(v,), we can denote that:

8,(0) = sy, (14)

where s; — infrastructure costs on the transfer link stipulated by yearly flow that passed through the

certain transfer link in the intermodal terminal. Expressions (13) and (14) allow writing equation (7) in
the following way:

Fz(ZaeA SI+ZtGT Sk)‘ (15)

With the help of this formula or its variations we can perform calculation, analysis and comparison
of infrastructure costs stipulated by transport flows in the case of only road and only rail as well as in the
case of combined road-rail transportation.

3. Practical application of the proposed model in case of Lithuania

Results of the analysis of Lithuanian transport sector capabilities showed that at present situation the
only rout where combined road-rail carriages through the territory of Lithuania could take place is North-
South corridor between the borders of Latvia and Poland. Hence, first of all possible transport routs in the
case of road and rail transport in this direction were determined. Also, performed calculations by applying
created method showed that one freight car per 1 kilometre of road network stipulates infrastructure costs
of 0,22 Lt, and one freight wagon per 1 kilometre of the railway network causes infrastructure costs of
0,14 Lt.

These results tell us — the bigger is the flow of vehicles, the bigger is the difference between
infrastructure costs in the case of road and railway transport. With every 1000 vehicles this difference
increases by 80 Lt in the favour of railway transport. Such a consideration lead to hypothesis that if the
certain amount of vehicles would be shifted from road to railway (case of CT), we could expect decrease
of infrastructure costs in road transport, because of the decreased number of vehicles that exploit the
given rout.

In order to check this hypothesis, variations of formula (15) were applied to calculate infrastructure
costs in every case of possible transportation alternatives. Comparison of the obtained results presented in
the Figure 1. Calculations show, that the total infrastructure costs in the case of CT are lower than the
total infrastructure costs in the case of road transport. This means, that shift of one vehicle from road to
rail can decrease infrastructure costs by approximately 0,95 Lt. So each thousandth vehicle shifted from
road to rail on the rout north-south on the territory of Lithuania can help to save 955 Lt a year.
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Figure 1. Comparison of infrastructure costs stipulated by different transportation alternatives
Conclusions

For many years authorities of the EU declared that combined transportation could reduce
negative impacts caused by increasing use of road transport. But there were no evidence of how
this form of transportation could reduce infrastructure costs.

This article proposes method (its mathematical formulation) for the comparison of infrastructure
costs generated by different transport modes.

In this article the assumption was made that infrastructure costs are generated by flow of
vehicles passing that particular road (at the same time we assume, that all other factors have no
impact on the infrastructure costs).

Performed calculations by applying created method in the case of Lithuania showed that one
freight car per 1 kilometre of road network stipulates infrastructure costs of 0,22 Lt, and one
freight wagon per 1 kilometre of the railway network causes infrastructure costs of 0,14 Lt.
Calculations showed that total infrastructure costs in the case of CT on the analyzed rout are
lower than total infrastructure costs in the case of road transport. This means, that shift of one
vehicle from road to rail can decrease infrastructure costs by approximately 0,95 Lt.

Performed modelling and calculations proved that alternative of combined transportation is
acceptable (at least in case of Lithuania) because it really can reduce infrastructure costs and
decrease negative impact of increasing road transport performance.
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(Abstracts)

M. Kopeetsky, Avi Lin. Advanced Decoding Strategy for a Noisy Channel, Computer
Modelling and New Technologies, vol. 10, No 1, 2006, pp. 7-19.

This paper deals with the issue of managing and controlling a noisy packet transmission
channel. The paper offers a generic near optimal solution and strategy for two related critical issues:
reducing the packet error probability and the synchronization failure probability in the channel. The
core of this solution is a new adaptive and dynamic family of decoding algorithms that automatically
regulate the number of correctable and detectable errors in any Data Unit, while for each offers the
appropriate correcting method, if at all. We formulate the major objective of the proposed strategy, its
formal mathematical set-up and appropriate avenues for its analysis and specifications. The examples
wrapping this paper show the powerful potential of this approach.

Keywords: noisy channel, class algorithm, advanced decoding strategy

N.O. Rouben. The Application of Fuzzy Logic to the Construction of the Ranking Function of
Information Retrieval Systems, Computer Modelling and New Technologies, vol. 10, No 1,
2006, pp. 20-27.

The quality of the ranking function is an important factor that determines the quality of the
Information Retrieval system. Each document is assigned a score by the ranking function; the score
indicates the likelihood of relevance of the document given a query. In the vector space model, the
ranking function is defined by a mathematic expression such as:
score(q,d) =Y, tf(tin d) * idf(t) * getBoost(t.field in d) * lengthNorm(t.field in d) * overlap(q,d) *

teq
queryNorm(q)

We propose a fuzzy logic (FL) approach to defining the ranking function. FL provides a
convenient way of converting knowledge expressed in a natural language into fuzzy logic rules. The
resulting ranking function could be easily viewed, extended, and verified:

o if (tf is high) and (idf is high) — (relevance is high);

o if (overlap is high) — (relevance is high).

By using above FL rules, we are able to achieve performance approximately equal to the state
of the art search engine Apache Lucene (AP10 +0.92%; AMAP -0.1%). The fuzzy logic approach
allows combining the logic-based model with the vector model. The resulting model possesses
simplicity and formalism of the logic based model, and the flexibility and performance of the vector
model.

Keywords: Fuzzy Logic, fuzzy set, ranking function, information retrieval, vector space model,
tf'idf model, Boolean model

I.A. Stepanov. Dependence of the Energy of Molecules on Interatomic Distance at Large
Distances, Computer Modelling and New Technologies, vol. 10, No 1, 2006, pp. 28-30.

Earlier it was supposed that the energy of molecules increases monotonously with interatomic
distance at large distances. However, dissociation of molecules (for example, Te, — 2Te) often is a
chemical reaction. According to chemical kinetics, chemical reactions overcome a potential barrier.
Therefore, there must be a barrier at the energy — distance curve. Earlier it has been supposed that
quantum chemical methods give a wrong result at big distances if the wave function does not turn to
zero. It is shown that it must not obligatory turn to zero. The wave function can be a piecewise function.

Keywords: diatomic molecules, potential energy curves, wave function, dissociation of molecules
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Y.Kochetkov. Structural Analysis of the Demographic Crisis in Latvia, Computer Modelling
and New Technologies, vol. 10, No 1, 2006, pp. 31-35. (in Russian)

Main features and reasons of a demographic crisis in Latvia are considered. The method of
cognitive structurization for the quality analysis of a social economic system called as ‘soft systems’
is used. The analysis appropriate sign organizing graph has shown presence in system of internal
intensity and conflicts of interests. Without acceptance of effective measures on overcoming
demographic crisis the population of the country can be catastrophically decreased. The basic strategy
of output from crisis is the increase of the investments in economy and in social sphere.

Keywords: demographic crisis in Latvia, cognitive structurization

S.D. Chernov, S.K. Titov. Compromise between the Active Systems with Distributed Control,
Computer Modelling and New Technologies, Vol. 10, No 1, 2006, pp. 36-39.

On the base of theoretical model the advisability of amalgamation of the two enterprises in
2001 is confirmed. The active system with two centres was analyzed as a hierarchic game. Conditions
of the game equilibrium and effectiveness of the strategic cooperation of the centres in agent’s dual
control were investigated.

Keywords: game, active system, Nash equilibrium, Pareto effectiveness, centre, agent, aim
function, strategy, compromise multitude

A. Baublys. Modelling Freight Flows At Transport Terminal and Vehicle Fleet of Optimal
Carrying Capacity, COMPUTER MODELLING AND NEW TECHNOLOGIES, Vol. 10, No 1,
2006, pp. 4047.

Transportation of goods from the terminal to customers should be organized in such a way as
to satisfy the demand of customers and to use vehicles efficiently. Freight flows distribution
assignment model developed in the present investigation allows us to determine the capacity of a
vehicle (i.e. its overall dimensions, carrying capacity, etc.), delivery time limits, time resources and
overall costs. The methods of determining optimal lots of the transported goods as well as choosing
the way and means of transportation are offered.

Keywords: freight terminal; vehicle; lot of goods

A. V. Vasiliauskas. Model for the Comparison of Infrastructure Costs Caused By Use of
Different Transport Modes, COMPUTER MODELLING AND NEW TECHNOLOGIES, Vol. 10,
No 1, 2006, pp. 48-51.

For many years authorities of the EU believe that combined transportation is able to reduce
negative impacts caused by increasing use of road transport. But still there is no scientific background
of how this form of transportation can reduce constantly increasing infrastructure costs. The main aim
of this article is to propose method for the comparison of infrastructure costs generated by different
transport modes.

Keywords: transport modes, infrastructure costs, transport flows
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COMPUTER MODELLING and NEW TECHNOLOGIES, 10.séjums, Nr.1, 2006
(Anotacijas)

M. Kopeetsky, Avi Lin. Uzlabota dekodéSanas stratégija trokSpainam kanalam, Computer
Modelling and New Technologies, 10.sgj., Nr.1, 2006, 7.—19. lpp.

Saja raksta tiek izskatita vadibas un kontroles trok$naina paketes transmisijas kanila atvere.
Raksts piedava visparéju gandriz optimalu risingjumu un strat€giju divam saistitam kritiskam
atverém: samazinot paketes klidas varbiitibu un sinhronizacijas neveiksmes varbitibu kanala. St
risinagjuma biittba ir dekodéSanas algoritmu jauna un dinamiska saime, kas automatiski izlabo
labojamo un detektgjamo kliidu skaitu jebkura Data Unit, kamér katram piedava atbilstoSu labosanas
metodi, ja vispar tas tiek darits. Més formulgjam galveno piedavatas stratégijas merki, ta formalo
matematisko izveidi un atbilstoSus Iidzeklus ta analizei un specifikacijai. Piemeri, kas ietverti Saja
raksta, parada §1s pieejas specigo potencialu.

Atslegvardi: troksnains kanals, klases algoritms, uzlabotd dekodésanas stratégija

N.O. Rubens. Fazilogikas pielietoSana informacijas meklé$anas sisttmu sakartotas funkcijas
konstrukcijai, Computer Modelling and New Technologies, 10.sgj., Nr.1, 2006, 20.-27. Ipp.

Ranzgsanas funkcijas kvalitate ir svarigs faktors, kas nosaka Informacijas mekleSanas sisteémas
(IMS) kvalitati. Katram dokumentam ir pieskirts punktu skaits péc ranz&Sanas funkcijas; punkti
norada sakaribas iesp&jamibu dokumentam, kur$ tiek apSaubits. Vektora telpas modell ranz&$anas
funkcija tiek noteikta ar $adu matematisku izteiksmi:
score(q,d) =" tf(t in d) * idf(t) * getBoost(t.field in d) * lengthNorm(t.field in d) * overlap(q,d) *

teq
queryNorm(q)

Ranzgsanas funkcijas defin€Sanai més ierosinam fazilogikas pieeju. Rezultgjosa ranzésanas
funkcija var tikt viegli apskatita, paplasinata un pieradita:

e ja (tf ir augsts) un (idf ir augsts) — (sakariba ir augsta);

e ja (parklajums ir augsts) — (sakariba ir augsta).

Pielietojot iepriek§minétos fazilogikas likumus, mums ir iesp&ja sasniegt veiktsp&ju, kas
gandriz ir vienada dzingja mekl&Sanas maksligam stavoklim Apache Lucene (AP10 +0.92%; AMAP —
0.1%). Fazilogikas pieeja atlauj apvienot logikas baz&tu modeli ar vektora modeli.. Iegtitam modelim
piemit logikas bazéta modela vienkar§iba un formalisms, un vektora modela pielagojamiba un
veiktspgja.

Atslegvardi: fazilogika, fazirinda, ranzésanas funkcija, informacijas meklésana, tf idf modelis,
Boolean modelis

I. Stepanovs. Molekulu energijas atkariba no interatomiska attaluma pie lielam distancém,
Computer Modelling and New Technologies, 10.sgj., Nr.1, 2006, 28.-30. Ipp.

Agrak tika uzskatits, ka molekulu energija palielinas monotoni ar interatomisko attalumu pie
lielam distancém. Tomér molekulu disociacija (piem., Te, — 2Te) biezi vien ir kimiska reakcija.
Saskana ar kimisko kinétiku, kimiskas reakcijas parvar potencialu barjeru. Tadg] ir japastav energijas
barjerai — attaluma Iiknei. Agrak tika uzskafits, ka kvantu kimiskas metodes dod nepareizu rezultatu
pie lielam distancém, ja vilpa funkcija nepagriezas uz nulli. PEffjuma tiek paradits, kas tai ne vienmer
ir japagriezas uz nulli. Vilna funkcija var biit dalveida funkcija.

Atslegvardi: diatomiskas molekulas, potencialas energijas liknes, vilna funkcija, molekulu
disociacija

J. Kodetkovs. Demografiskas krizes Latvija struktiiranalize, Computer Modelling and New
Technologies, 10.sgj., Nr.1, 2006, 31.-35. Ipp.

Raksta tiek izskatitas demografiskas krizes galvenas iezimes un iemesli Latvija. Tiek lietota
kognitivas strukturizacijas metode socialas ekonomiskas sist€mas, kas tiek saukta ka ,miksta
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sisteéma”, kvalitates analizei. Atbilsto$a zZimju organizgjosa tabula parada, ka sistéma pastav ieksgja
spriedze un intereSu konflikts. Nesperot atbilstosus solus demografiskas krizes novérSanai, var
katastrofiski samazinaties iedzivotaju skaits valsti. Pamatstratégija izejai no krizes ir investiciju
palielinasana ka ekonomika, ta arT socialaja sfera.

Atslegvardi: demografiska krize Latvija, kognitiva strukturizacija

S. Cernovs. Kompromiss starp aktivam sistémam ar sadalito kontroli, Computer Modelling and
New Technologies, 10.sgj., Nr.1, 2006, 36.-39. Ipp.

Teorétiska modela pamata ir apstiprinata 2001.gada divu uzpémumu sapliSanas lietderiba.
Raksta autors analizé aktivo sistému ar diviem centriem ka hierarhisku spéli. Autors izpéta spéles
lidzsvara un efektivitates apstaklus centru stratégiskai kooperacijai parstavja duala kontrol&.

Atslegvardi: spéle, aktiva sistéma, Nesa lidzsvars, Pareto efektivitate, centrs, parstavis, merka
funkcija, stratégija

A. Baublis. Kravu plismu modeléSana transporta terminala un transporta lidzeklu parka
optimalas parvadasanas kapacitates modelésana, COMPUTER MODELLING AND NEW
TECHNOLOGIES, 10.s§j., Nr.1, 2006, 40.-47. lpp.

Raksta autors pievérSas problémai par precu transport€Sanas organizéSanu ta, lai apmierinatu
pieprasijjumu un tani pasa laika efektivi lietotu transporta lidzeklus. Kravu plismu distribtcijas
asignéjuma modelis $aja petijuma atlauj mums noteikt transporta lidzekla kapacitati (t.i., ta vispargjos
izmerus, parvadasanas kapacitati u.c.), piegades laika limitus, laika resursus un vispargjas izmaksas.
Raksta tiek izstradatas metodes, kas nosaka transportgjamo prec¢u optimalo daudzumu, ka ar7 tiek
piedavata transportéSanas Iidzeklu un veida izvéle.

Atslegvardi: kravu terminals, satiksmes lidzeklis, precu daudzums

A. V. Vasiliauskas. Infrastruktiru izmaksu, ko rada dazadu transporta veidu lietoSana,
salidzinajuma modelis, COMPUTER MODELLING AND NEW TECHNOLOGIES, 10.sgj.,
Nr.1, 2006, 48.-51. Ipp.

Eiropas Savienibas varas institiicijas jau daudzus gadus uzskata, ka kombingtie parvadajumi ir
sp&jigi samazinat negativas ietekmes, ko izraisa rito§a transporta lietojuma palielinasanas. Bet tomér
tam nav zinatniska pamatojuma, ka $is parvadasanas veids var samazinat infrastruktiiras izmaksas, kas
nepartraukti palielinas. ST raksta galvenais mérkis ir piedavat salidzindgjuma metodi infrastruktiru
izmaksam, ko rada dazadie transporta veidi.

Atslegvardi: transporta veidi, infrastruktiiras izmaksas, transporta plismas
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A Guide for Authors
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Affiliation
Institute address

Abstract reviews the main results and peculiarities of a contribution. Abstract is presented always in English or in
English and the second (presentation) language both.
Keywords: main terms, concepts

1. Introduction

These instructions are intended to provide guidance to authors when preparing camera-ready
submissions to a volume in the CM&NT. Please read these general instructions carefully before
beginning the final preparation of your camera-ready typescript.

Two ways of preparing camera-ready copy are possible:

(a) preparation on a computer using a word processing package;
(b) printed copy fitted for scanning.

2. Printer Quality, Typing Area and Fonts

IMPORTANT:

If you produce your camera-ready copy using a laser printer, use a 15 x 23 cm typing area (in A4
format: 30 mm — left, 30 mm — right, 30 mm — top, 30 — bottom, line spacing — single), as in these instructions,
in combination with the 10 points Times font. The pages will then be reproduced one to one in printing.
Fonts

The names and sizes of fonts are often not the same on every computer system. In these
instructions the Times font in the sizes 10 points for the text and 8 points for tables and figure legends
are used. The references section should be in the 10 points font.

3. Format and Style

The text should be in clear, concise English (or other declared language). Please be consistent in
punctuation, abbreviations, spelling (British English), headings and the style of referencing.

Camera-ready copy will be printed exactly as it has been submitted, so please make sure that the
text is proofread with care.

In general, if you prepare your typescript on a computer using a word processing package, use
styles for the font(s), margin settings, headings, etc., rather than inserting these layout codes every time
they are needed. This way, you will obtain maximum consistency in layout. Changes in the layout can be
made by changing relevant style(s).

4. Layout of the Opening Page

A sample for the opening page of a contribution is shown in Figure 1 on page 3.
Requirements for the opening page of a contribution are (see also Figure 1): the titles should always be a
centered page and should consist of: the title in capital letters, bold font, flush center, on the fourth text
line; followed by the subtitle (if present) in italics, flush center, with one line of white above. The
author's name(s) in capitals and the affiliation in italics should be centered and should have two lines of
white space above and three below, followed by the opening text, the first heading or the abstract.
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5. Headings
Please distinguish the following four levels of headings:

1. First-order Heading

This heading is in bold, upper and lowercase letters, numbered in Arabic figures, and
has two lines of space above and one line below. The text begins full out at the left margin.
1.1. SECOND-ORDER HEADING IN CAPITALS
This heading is in roman capitals, numbered in Arabic figures and has one line of space above
and below. The text begins full out at the left margin.
1.1.1. Third-order Heading in Italics
This heading is in italics, upper and lower case letters, numbered in Arabic figures and has one
line of space above and no space below. The text begins full out at the left margin.
Fourth-order Heading in Italics. This heading is in italics, upper and lowercase letters, with
one line of space above the heading. The heading has a full stop at the end and the text runs on
the same line.

:I: 3 blank lines
TITLE OF CONTRIBUTION
Subtitle of Contribution
$ 2 blank lines
A.N. AUTHOR
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6. Figures and Photographs

- Line drawings must be submitted in original form, on good quality tracing paper, or as a glossy
photographic print.
- Halftone photographs must be supplied as glossy prints.
- Colour illustrations. Colour illustrations are more expensive and the author is expected to cover the
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- Legends for figures/illustrations should not be incorporated in the figure itself and they should be listed
in numerical order (headed as "Figure 1.", "Figure 2." etc.). The legends should be set centered, below
the figure.

7. Displayed Equations

Displayed equations should be in the left side of the page, with the equation number in
parentheses, flush right.
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TABLE 1. National programs of fusion research [1]

Experiment Type Laboratory Task Begin of operation
JET tokamak Joint European Torus, Plasma physics studies 1983
Culham, UK in the region close to
ignition
TEXTOR tokamak FA, Jilich. Germany Studies of plasma-wall 1982
interaction
TORE SUPRA tokamak CEA, Cadarache, Testing of super- 1988
France conducting coils,
stationary operation
ASDEX Upgrade tokamak IPP, Garching, Plasma boundary 1990
Germany studies in divertor
plasmas
WENDELSTEIN stellarator IPP, Garching, Testing the principles 1988
7-AS Germany of ”advanced
stellarator”
WENDELSTEIN stellarator IPP, Greifswald, Testing feasibility of 2004
7-X Germany “advanced stellarator”
for power station
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