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 William Shakespeare, 26 April 1564 - 23 April 1616 / Warwickshire, an English poet and playwright, widely regarded as the greatest writer in the 

English language and the world's pre-eminent dramatist. He is often called England's national poet and the "Bard of Avon". His surviving works, 

including some collaborations, consist of about 38 plays, 154 sonnets, two long narrative poems, and several other poems. His plays have been 
translated into every major living language and are performed more often than those of any other playwright. 

Editors’ Remarks 

 

********************************************************** 
 

All the World's a Stage 
 

by William Shakespeare 
All the world's a stage, 

And all the men and women merely players; 

They have their exits and their entrances, 
And one man in his time plays many parts, 

His acts being seven ages. At first, the infant, 
Mewling and puking in the nurse's arms. 

 

 Then the whining schoolboy, with his satchel 
And shining morning face, creeping like snail 

Unwillingly to school. And then the lover, 

Sighing like furnace, with a woeful ballad 
Made to his mistress' eyebrow. Then a soldier, 

Full of strange oaths and bearded like the pard, 
Jealous in honor, sudden and quick in quarrel, 

Seeking the bubble reputation 

Even in the cannon's mouth. And then the justice, 
In fair round belly with good capon lined, 

With eyes severe and beard of formal cut, 
Full of wise saws and modern instances; 

 

 And so he plays his part. The sixth age shifts 

Into the lean and slippered pantaloon, 
With spectacles on nose and pouch on side; 

His youthful hose, well saved, a world too wide 
For his shrunk shank, and his big manly voice, 

Turning again toward childish treble, pipes 
And whistles in his sound. Last scene of all, 

That ends this strange eventful history, 

Is second childishness and mere oblivion, 
Sans teeth, sans eyes, sans taste, sans everything. 

 

 
William Shakespeare (1564-1616)   

 

********************************************************** 
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Modern technology requires educated work force and hence imperative for educated population. The needs 
of new emerging technologies and a beneficial state of society are compatible in this case. There is no 
monolithic thing called technology. Rather there are various technologies, which converge or compete to fit 

into what can be called an ecosystem of technological and societal arrangements. Societal and technological 

arrangements co-evolve. This co-evolution happens most favourably in an educated, intellectual, and 
affluent society that is tolerant of change and divergent views. By fostering an educated, intellectual society, 

it creates conditions that foster responsible moral and social behaviour of the individual and contributes to 
shaping intellectual humankind.  

 
The map of the globe does not show a place called Technoworld, yet in many ways we are already its 

citizens and consumers. Moreover, as consumers, our lives and behaviours are strongly influenced and 
shaped by an ever-increasing system of modern technology, transcending national boundaries to create a 

vast technological synergy grounded in complex applications in industrial production, logistics, electronic 

communications, agribusiness, medicine, and science. We begin to realise that, like it or not, we have 
become a part of technoculture. The industrialized world has developed into a production and consumption 

global community with a highly advanced level of technologies. This process has led to markedly increased 
demands for a standard of living and consumption.  

 
This 18th volume No.1 presents actual papers on main topics of Journal specialization, namely, Operation 

Research and Decision Making, Information and Computer Technologies, Mathematical and Computer 

Modelling, Nanoscience and Nanotechnologies.  
 

Our journal policy is directed on the fundamental and applied sciences researches, which are the basement 
of a full-scale modelling in practice. This edition is the continuation of our publishing activities. We hope our 

journal will be interesting for research community, and we are open for collaboration both in research and 

publishing. We hope that Journal’s contributors will consider the collaboration with the Editorial Board as 
useful and constructive.  
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Generalized model of pulsating track device 

N Mykytenko1, D Fink2, 3, A Kiv1, 2* 

1South-Ukrainian national pedagogical university after K. D. Ushinskij, 65020 Odessa, Ukraine 

2Ben-Gurion University of the Negev, PO Box 653, Beer-Sheva, 84105 Israel 

3Division de Ciencias Naturales e Ingeneria, Universidad Autónoma Metropolitana-Cuajimalpa, Artificios 40,  

Col. Hidalgo, Del. Álvaro Obregón, C.P.01120, México, D.F.; México 

Received 10 January 2014, www.tsi.lv 

Abstract 

A model for description and study of pulsating track-based devices is developed. The track electronics opens up perspectives for 

solving new scientific and technical problems. The successful solution of these problems requires an elucidation of the mechanisms 

of the functioning of track-based devices. In this paper, the nature of the pulsating behaviour of electric parameters of track devices is 

clarified using a specially developed model based on classical Molecular Dynamics. It is demonstrated that the model describes 
adequately the main features of pulsations in track devices that were established experimentally.  

Keywords: track electronics, current pulsations, molecular dynamics 

 

                                                           
* Corresponding author: E-mail- kiv@bgu.ac.il 

1 Introduction 

 
Nowadays nanotechnologies develop into various 

directions and nanostructures have numerous application 

scopes. Among the new areas of nanoelectronics, which 

have recently been widely developed, there is also the ion 

track electronics. It refers to new directions with 

promising perspectives and points at the emergence of 

electronic devices with unique properties not previously 

known in traditional electronics. This may open new 

possibilities of solving problems in the electronics 

industry [1-4]. In particular, track devices are used for 

creation of novel biological sensors, which can identify 

many biological objects [5-8]. Figure 1 shows the 

principle setup to the corresponding experimental 

arrangements. 

Electrolyte A        Polymer foil     Electrolyte B

Electrode a      ion tracks       Electrode b

U

I

FIGURE 1 Principle arrangement of experimental setup to study current 

spike emission from ion track-containing foils embedded in electrolytes 

via current/voltage measurements 

 

Track devices are complex systems with a set of 

parameters that depend on the sizes and shapes of tracks, 

their density, electronic structure of the inner surface of 

tracks, on the features of the film surface and so on. In 

experimental works of both S. Ziwy et al. and D. Fink et 

al. the effect of current spikes was found and studied for 

ions passing through electrolyte-filled individual etched 

[9] and multiple thin latent [10] and etched [11] ion 

tracks in polymers and other materials [12]. Later this 

effect was studied in a much more regular and controlled 

way than ever before [13]. In [14] a model of the 

pulsating track devices was proposed based on ideas of 

the theory of neural networks. 

The operation of the track-device is determined by 

many microscopic processes, the simultaneous 

description of which is a difficult task. Therefore, a 

phenomenological description of such devices is an 

important stage in the clarification of the main principles 
of their functioning. In this paper, we report the results of 

creation and study of generalized phenomenological 

model of pulsating track device. 

 

2 The model 

 

A physical model not necessarily has a superficial 

resemblance to a real object, which has to be studied. A 

model should reflect the basic properties of the real object 

and the features of its behaviour. In the present paper, we 

envisage to investigate the pulsating behaviour of 

electrical parameters of track-based devices. In the case 

of pulsating track, devices the following main features are 

observed [13, 14]: 

 Spikes emitted from latent or funnel-type tracks in 

polymers embedded in suitable electrolytes often 

show another peculiarity, which was hitherto 
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unknown. Between both track types, a principle 

difference as concerns the spike emission does not 

exist. 

 The spike emission depends on the amplitude and 

frequency of the applied voltage. 

 The maximum spike heights do not seem to be 

affected markedly by the frequency of the applied 

voltage. 

 The high ion track density is necessary to obtain the 

effect of spikes. This is caused by some specific 

interaction between tracks, mechanism of which has 

to be clarified.  

 The spikes preferentially occur at pronounced, rather 

equidistant voltages. 

 The spike spectra are not always reproducible though 

their principle features remain the same. 

 With frequency decrease spike emission appears to 

vanish rapidly which indicates the existence of a 

threshold frequency for spike emission. 

 
To develop a model we used a classical Molecular 

Dynamics (MD) with a Verlet algorithm [15, 16]. The 

model is a 3D space lattice, each node of which 

corresponds to an individual track in the track device, 

Figure 2.  

 

FIGURE 2 Correspondence between individual track and MP 
 

The density of nodes is proportional to the density of 

tracks. Each node is a potential well, in which one or 

more so called model particles (MP) can be placed. Thus, 

in fact the model resembles a regular crystal lattice. 

Because the geometry of the model lattice is irrelevant, 

we use a simple cubic geometry. The lattice has a 

temperature, which is introduced in accordance with a 

conventional MD method [17]. The particles oscillate in 

the lattice nodes according to the introduced temperature. 

We suggest that the current value in the track device is 

proportional to the average amplitude of the oscillations 

of MP. The application of a sinusoidal voltage is 

modelled by the action of external forces (EF) introduced 

in the model, which at certain time intervals "nudge" the 

particles in the nodes. The directions of the action of EF 

are determined by the random function. We can vary the 

value and the frequency of the EF action, thus simulating 

the change of the applied voltage. The interaction of 

particles in the nodes is described by a potential of the 

most general form (Lenard-Jones) [18, 19]. 

The potential parameters, the particles mass and 

temperature are chosen so as to make the model stable 

and allow carrying out a computer experiment.  

We performed a computer experiment to check how 

the developed model reflects the maim properties of 

pulsations in the track device. In computer experiment, it 

has been seen that with the increase of the absolute value 

of EF the average amplitude of MP oscillations increases. 

However, from time to time the mean amplitude of MP 

oscillations increases dramatically, Figure 3. This 

situation corresponds to the occurrence of the current 

spike in the track device, Figure 4. Visualization of the 

situation in Figures 3a,b shows that the observed MP 

oscillations spikes correspond to the cases when 

sufficient amounts of MP move simultaneously for a 

large distance from their nodes as a result of their 

interaction and return back after a short time. The 

conditions of such “model spike” are determined by the 

parameters of the interaction potential between MP, the 

action of EF and the temperature of MP. The temperature 

of the MP describes the fluctuating nature of the excited 

states of the MP. Below in Table 1 the correspondence 

between the model characteristics and the characteristics 

of the real track devices is shown.  

 

FIGURE 3a Illustration of model spikes in the model experiment.  

At the vertical axis is the average amplitude of MP oscillations. At the horizontal axis is the computer time in seconds 
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FIGURE 3b Current spikes in conditions of real experiment with track device [12] 

 
 
TABLE 1 Correspondence between the model characteristics and the 

characteristics of the real track device 

Device characteristics Model characteristics 

Average spike height Average amplitude of MP 

oscillations  

Value of applied voltage Value of EF 

Frequency of applied voltage Frequency of EF action 

Time interval between 

current spikes 

Time interval between MP 

oscillations spikes  

Areal density of tracks Spatial density of nodes 

 

To realize the model we have implemented an 

application on C# .Net [20, 21] using abilities of 

powerful graphical engine Unity3d [22]. The program has 

a graphic interface that contains in the screen modelling 

lattice elements, two windows with program parameters 

and the information about the selected particles.  

The program has two basic classes. The first one is 

MD that performs all calculations with MP located in the 

nodes and interacting by Lenard-Jones potential, and the 

second one is the Graphics that is responsible for 

rendering the results in real time. As the output data, MD 

program calculates forces, velocities and coordinates of 

MP. By scaling the data, we moved to higher order values 

of calculated quantities. The dimensionless equations 

were used with parameters of the appropriate order. An 

optimization algorithm for reducing the number of 

operators in the program was an important factor that 

reduced the accumulation of computational errors [4].  

 

 

3 Results and discussion 

 

Creating the model, we proceeded from the fact that in 

the cases of different forms of tracks (latent or funnel-

type tracks) and different materials of films the main 

features of current spikes are the same. Thus, the idea of 

creating a phenomenological generalized model arose. It 

was necessary to create a model that would reflect the 

main features of the real track device. Computer 

experiment with the developed model led to the results 

shown in Figures 3a, 4a, 5a, 6 and 7. The corresponding 

experimental results are presented in Figure 3b, 4b and 

5b.  

FIGURE 4a Dependence of the average amplitude, Ā of MP oscillations 

on the value of EF. 

 

In Figure 3a we see that the model provides a good 

qualitative picture of current peaks observed in the real 
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track device (Figure 3b). The dependence of the average 

amplitude Ā of MP oscillations on the value of EF is 

displayed in Figure 4a. This dependence is in good 

agreement with the dependence of the average spike 

height on the value of applied voltage (Figure 4b).  

FIGURE 4b Dependence of the average spike height on the value of the 

applied voltage [13]. 

 

In Figure 5a the dependence of the average amplitude 

Ā of MP oscillations on the frequency of EF is shown. 

 

FIGURE 5a Dependence of the average amplitude, Ā of MP oscillations 

on the frequency of EF. 

 

The corresponding dependence of the average spike 

height on the frequency of applied voltage is presented in 

Figure 5b.  
 

 
FIGURE 5b. Dependence on the average spike height on the frequency 

of applied voltage. Points: measurements, line: drawn to guide the eye 

[13]. 

 

We explain the dependence in the Figure 5b by a 

“memory effect” which manifests itself in the mechanism 

of spikes formation: each next spike “remembers” the 

information about previous spikes. As a result of this 

effect according to the model there is some optimum 

frequency of the external exciting factor that provides a 

maximum average spike height. In the case of our model 

it means that at higher frequencies of the EF action the 

model lattice is too disordered after the previous spikes, 

and the conditions for the synchronization of individual 

spikes are not favourable. On the other hand, at too low 

frequencies the model lattice is completely restored after 

the previous spikes (“forget about the previous spikes”), 

and thus it hinders the formation of new integrated spike.  

By the way, the “memory effect” can explain the 

experimental results showing that the spikes 

preferentially occur at pronounced, rather equidistant 

voltages. Preparation of each subsequent spike depends 

on the system state after the previous spikes, which may 

be different. The “memory effect” can be also a reason of 

the fact that the spike spectra are not always reproducible. 

The influence of previous spikes on the next spike is not 

the same. The computer experiment with our model 

shows that the dependence of the maximum value of 

spike height on the frequency of EF is weak, Figure 6. 

 

FIGURE 6 Dependence of the maximum value, Amax of spike height on 
the frequency of EF. 

 

We revealed that this dependence is determined by the 

potential of MP interaction. At the same potential, the 

maximum value of spike height changes weakly. 

However, for other potentials this maximum value is 

already different. It means that that for different types of 

tracks or different materials we can expect different 

maximum values of spike height.  

Figure 7 explains the necessity of a sufficiently large 

density of MP (and accordingly tracks) to obtain the spike 

effect. The dependence in this Figure is strong enough. At 

too small densities of MP the mean time distance 
between spikes becomes so large that we simply do not 

see them any longer. 
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FIGURE 7 Dependence of the mean time interval, ∆Ṧ between spikes 
on the density of MP. 

 

4 Conclusions 

 

A computer experiment with the developed model of the 

pulsating track device showed that the model reflects the 

main features of the behaviour of such devices. The 

important result is that the behaviour of the model 

“device” essentially depends on the potential of MP 

interaction. The experimental results show that for 

different types of track-based devices the pulsating effect 

is determined significantly by the mean distance between 

tracks (the areal density). We also proceeded from the 

experimental fact that there are common properties of 

pulsating track-based devices independent on the 

materials and physical characteristics of tracks. As a 

result, the developed model reveals all main features of 

the real pulsating track devices.   
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Abstract 

Consciously or unconsciously, the term ‘nanotechnologies’ is firmly entering the life of every consumer-citizen of the global 

community designating both relatively simple nanomaterials and goods that have already entered the market, and very complex 

technologies that are supposed to change radically the future of mankind. Applications based on today’s basic research are expected 

to form the next industrial revolution. The unique properties of nanotechnology applications suggest potential to solve some of the 

most pressing social and business challenges, but they come with uncertainties and risks as all new technologies.  

Taking advantage of technological progress and preventing adverse side-effects requires analysis, evaluation and guidance to ensure 

technology is developed in ways that benefits wider consumer society and every individual consumer on the planet. Unfortunately, 

general public lacks understanding and awareness of the basic properties, and sometimes even the existence of nanotechnologies and 

their implications linked to the consumption of nanoproducts. Moreover, a generally sceptical attitude among society groups prevails 

towards new technologies.  

The general lack of public knowledge about nanoproducts that are already on the market in a full swing is likely to bring irrational 

and erroneous, potentially harmful, results. Therefore, modern technology requires educated work-force and responsible consumers 

and hence imperative for educated population.  

Our mission had a focus on introducing changes into the curriculum to eliminate gaps in scientific knowledge of students (as 

potential consumers, managers and scientists) and to foster an active approach to developing responsible scientific consumption 

practices and to offer an opportunity for students from a wide range of disciplines to learn about nanoscience and nanotechnology, to 
explore these questions, and to reflect on the place of new technologies in the spheres of their major and in the global society. 

Keywords: Nanotechnologies, responsible scientific consumption, consumer identities, nanoeducation, nanothinking  
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1 Introduction 

 
“While technology shapes the future, it is 

people who shape technology and decide 

what it can and should be used for” 

(Kofi Annan) 

 

Modern technology requires educated work force and 

hence imperative for educated population. The needs of 

new emerging technologies and a beneficial state of 

society are compatible in this case. There is no 

monolithic thing called technology. Rather there are 

various technologies, which converge or compete to fit 

into what can be called an ecosystem of technological and 

societal arrangements. Societal and technological 

arrangements co-evolve. This co-evolution happens most 

favourably in an educated, intellectual, and affluent 

society that is tolerant of change and divergent views. By 

fostering an educated, intellectual society, it creates 

conditions that foster responsible moral and social 

behaviour of the individual and contributes to shaping 

intellectual humankind [1].  

The map of the globe does not show a place called 

Technoworld, yet in many ways we are already its 

citizens and consumers. Moreover, as consumers, our 

lives and behaviours are strongly influenced and shaped 

by an ever-increasing system of modern technology, 

transcending national boundaries to create a vast 

technological synergy grounded in complex applications 

in industrial production, logistics, electronic 

communications, agribusiness, medicine, and science. We 

begin to realise that, like it or not, we have become a part 

of technoculture.  

The industrialized world has developed into a 

production and consumption global community with a 

highly advanced level of technologies. This process has 

led to markedly increased demands for a standard of 

living and consumption.  

However, the current economic crisis has provoked a 

growing consensus that the 21st century consumer 

society is on a path that cannot promise its citizens a hope 
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for sustainable future. The prevailing forms of political 

economy are failing to guarantee the consumers 

economic stability, preserve ecological resources and 

services, reduce social inequality, maintain cultural 

diversity, and protect physical and mental health of 

citizens. We face related crises of educational, social, 

cultural and personal sustainability.  

On the other hand, current developments in scientific 

and technological research raise a number of ethical 

questions comprising responsibility. Areas of research as 

nanotechnology and biotechnology, regarding food, 

healthcare and environmental issues, elicit complex and 

undeniable debates within society today. Scientific-

technological research and investments in different areas 

do not advocate a common good as their overall aim but 

serve the interests of those who finance the research 

itself, whilst forcing those who use these products into 

commercial traps, often without any research and 

information regarding the effects they may have on 

consumers’ health.  

Striking developments of new technologies, 

particularly nanotechnologies, are finding applications in 

all spheres of life and producing rapid, systemic, and far-

reaching  changes in business, government, society and 

the environment, alongside with the challenges they pose 

to society. Furthermore, rapid technological changes are 

forcing organizations to embrace new technologies and 

change the way they work and interface with suppliers 

and customers, thus, leading to changes in many 

behaviour patterns. 

However, there is no one-way-fit-all strategy to 

guarantee a brighter tomorrow for everyone. Nor can the 

separate efforts of businesses, governments, organizations 

and individuals cope with the tasks without 

complementary contributions of others. Yet everyone can 

benefit from the insights of reasonable research into the 

nature of change stipulated by the advent of new 

technologies and innovation. 

 

2 Knowledge management as a means of social 

change: Who needs nanotechnology education? 

 

According to Petrides & Nodine (2003) knowledge 

management (KM) brings together three organizational 

resources – people, processes and technologies – to use 

and share information more effectively. Knowledge has 

become the most valuable resource. Prominent 

technology leaders, nanotechnology boosters, scientists, 

policy officials, and environmental organizations have 

raised important questions about nanotechnology’s 

potential economic, social, and environmental 

implications. However, there is very little knowledge in 

wider European society about what nanotechnologies are 

and what impact they might have on how we live. Many 

experts acknowledge that uncertainties prevail about this. 

The central question on nanotechnology education is 

‘Do we need nanoeducation?’ To answer this question, 

we should first find out who needs nanoeducation? What 

is the interest in nanoeducation from those who have 

expressed the need? What kind of education is needed - 

expertise, skills, level? For what kind of jobs are skills 

and knowledge of nanotechnology needed? 

Nanotechnology has shaken the world and the 

advanced countries are investing billions of dollars for its 

R&D and industrial applications. For example, USA 

cumulative investments in nanotechnology-related 

research since 2001 now total over 16.5 billion dollars 

(environmental, health, and safety research since 2005 

now total nearly $575 million; education and research on 

ethical, legal, and other societal dimensions of 

nanotechnology since 2005 total more than $390 million) 

(NNI,[2]). Similar amounts are being spent on 

nanotechnology by Japan, Russia, China and European 

Union. Nanotechnology has therefore been taken up in 

these countries as an important national requirement.  

The National Science Foundation (NSF) has 

estimated that by 2015 the world will require about 

2.000.000 multidisciplinary trained nano-technologists, 

including Europe with about 300-400,000 nano-

specialists. Therefore, modern technology requires 

educated work force and responsible consumers and 

hence imperative for educated population. The needs of 

new emerging technologies and a beneficial state of 

consumer society are compatible in this case. 

To create a sustainable, democratic, technologically 

empowered and intellectual global society, higher 

education has to be at the heart of these processes and 

play a double role (Reid, et al., [3]). First of all, it has to 

provide a top-level multidisciplinary education to 

produce a highly educated workforce. Secondly, to 

educate the general public by ensuring accessible 

information that will allow people to better understand 

what nanotechnology is, how it will be applied, and its 

implications for the society. Responsible consumption is 

based on understanding of advantages and threats of new 

technologies [5, 6].   

Thus, higher education must, in one way or another, 

come to terms with new emerging technologies and 

identify the paramount place that new technologies have 

taken in the society. Therefore, the presence of new 

technologies – as means, object, and context – in the 

sphere of contemporary higher education is undeniable 

(Figure 1).  

The European Commission highlights the need to 

promote the interdisciplinary education and training 

together with a strong entrepreneurial mindset. It is 

emphasized that the need for nanotechnologists will not 

only be confined to the industrial and R & D sectors but 

will be needed practically in all spheres of life.  
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FIGURE 1 New technology as means, object, and context of 

contemporary higher education 

 

Experts have estimated that marketing of nano-based 

industrial products will have risen to some 2-3 trillion 

dollars by 2015, and nanotechnology is going to 

dominate the socio-economic life of the world for the 

next 40-50 years [7].  

It requires many resources on the consumer side 

(intellectual, psychological, etc.) to adjust to the rapid 

changes in the social and business environment by 

bridging the gap between the change in attitude and the 

change in behaviour. To a great extent, bridging this 

attitude-intention behaviour gap is stipulated by the 

increase of consumer awareness and the raise of the 

knowledge level.  

Therefore, shaping intellectual, responsible 

consumption practices based on knowledge and 

awareness is viewed today as the development of civic 

skills contributing to the sustainable future by enabling 

people to make their own informed decisions about 

highly complex technological problems of the day, to 

take responsibility for their health, their own lives and to 

contribute to the wellbeing of their communities. 

To fulfil the task, it is the job of our higher 

educational systems of the 21st century to prepare young 

citizens for the challenges and controversies of the 

rapidly changing and diverse consumer societies and 

highly technologically empowered business world. It is 

the role of higher education to develop skills and values 

required to enhance democratic life for everyone and to 

make their informed consumer voices heard in policy 

decision-making. Democracies need knowledgeable 

problem solvers and responsible decision makers. 

 

3 Quality education for intellectual youth and 

sustainable future 

 

The basis of any reflection whether personal or social, 

rests on an enlightened and critical intellect. Given its 

ubiquitous nature, nanotechnology is an essential 

component of responsible citizenship education on the 

way to intellectual society. It motivates the young adult to 

shape his thought process, to favour opportunities that 

refine his critical judgment and allow him to look upon 

the society of which he is a full member with a clear and 

constructive eye. He will then be ready to play his role as 

a knowledgeable citizen and contribute to the ongoing 

intellectual growth and wellbeing of his community. 

Sustainability is defined as a long-term maintenance of 

responsibility, which has environmental, economic and 

social dimensions and encompasses the concept of 

responsible management. In its turn, responsible 

management rests on knowledge and understanding of 

new technologies and scientific advancements fostering 

the societal development. 

Unfortunately, our previous research on 

Nanoeducation and Nanothinking has revealed a 

dramatically low level of basic scientific knowledge and 

nanotechnology utilitarian value in Latvian students. The 

research results stimulated the educational component 

redesign at Information Systems Management University 

(ISMA), Riga, Latvia. Our mission had a focus on 

introducing a general nanoeducation course into the 

curriculum in 2011 to eliminate gaps in scientific 

knowledge of our students and to foster an active 

approach to Quality Education for Sustainable Future 

(QESF). The general ambition has been to add some non-

technical instruction into the curriculum in a way that fits 

the ISMA Systemic educational model of problem- and 

project-based learning.  

The course is built around active learning methods to 

promote an active discussion-based approach to 

developing responsible scientific citizenship and to offer 

an opportunity for students from a wide range of 

disciplines, including the natural and social sciences, 

humanities, business, information technologies, and 

tourism to learn about nanoscience and nanotechnology, 

to explore these questions, and to reflect on the place of 

technology in the spheres of their major and in the global 

society. We believe that effective and successful 

development of responsible scientific citizenship depends 

on a well-balanced integration of the three components:  

1) new emerging technologies education,  

2) citizenship education, and  

3) the humanities education fostering social 

responsibility. 

At the initial stage (the receiving and knowledge 

levels) the three domains can operate with near 

independence. Nevertheless, as a person reaches the stage 

of a high level of techno-scientific proficiency combined 

with socio-cultural and ethical knowledge (the integration 

and evaluation levels) the overlap area approaches 

totality. Scientific knowledge educates citizens about 

their powers and responsibilities. In this model, the 

citizen is not a mere consumer of scientific knowledge, 

but a person whose voice and opinions are heard and 

valued. Moreover, if the process is strategically targeted, 

we can view education as a contribution to a scientifically 

literate, intellectual society (local-European-global) 
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where young generations are able to take responsibility 

for its sustainable development (Figure 2). 

The QESF course exploits the Systemic approach to 

the educational process and aims at developing the 

students' systems thinking, critical thinking, and 

contextual thinking (learning transfer), as well as 

organization and communication skills, problem-solving 

and decision-making abilities, thus, contributing to the 

integrated skills development. 

From the Systemic perspective, an individual, as a 

social being, educates, self-organizes, and develops his 

personality through interaction and communication. 

Inferred from this is the vision that personality is a 

systemic quality including both biological factors and 

social formations. Therefore, the Systemic approach to 

educational process contributes to personality 

development engaging both biological and social aspects. 

This process is purposefully organized. From this point of 

view, the Systemic approach is considered as personality-

directed. 

 

FIGURE 2 Responsible scientific citizenship development based on interdisciplinarity 

 

According to Lev Vygotsky (1991), education can 

only then be useful if it comes before development. 

Preceding development, education rests on its 

achievements, finds the resources for further realization 

of educational perspectives. Hence is the dynamism of 

personality development in the educational process. This 

major principle formulated by Vygotsky means that 

through interaction and communicative activities, psychic 

functions (thinking, memory, knowledge 

accommodation) are formed, as well as social skills, ethic 

norms, values perception, and self-awareness are 

developed. From this perspective, the Systemic approach 

can be viewed as an activity-based approach. 

The Systemic education and development promote 

self-education and self-development, contributing to life-

long learning. Inferred from this, we can say that the 

Systemic approach can be viewed as holistic, leading to 

the global personality development.  

QESF is not a mathematical or technical course. In 

fact, we spend most of our time on the humanities side of 

the world, but students get the general knowledge of 

nanoscience, nanotechnologies and their implications in 

the society as a result of integration of the humanities 

with technosciences. The course places emphasis on 

humanitarian applications of new technologies by 

focusing on the role of technologies in tackling society’s 

grand challenges such as safety, health and environment. 

Integration of the humanities with technosciences, 

envisages the development of scientific competence, 

providing all the citizens with the abilities to assess new 

technological and scientific developments, and, thus, be 

engaged in educated problem-solving forums and 

responsible decision-making legislatures. The course is to 

be guided by teams of teachers from a diverse array of 

disciplines. Science and technology teachers will have to 

learn humanities and social sciences. Humanities and 

social science teachers will have to learn sciences and 

technologies, promoting interdisciplinarity.  

In the interactive process of interdisciplinary 

activities, new abilities appear - emergent abilities [8] 

that reinforce scientific competence and contribute to its 

development (in Figure 3 - arrows inside the circles).  

 

 

FIGURE 3 Scientific competence development under the systemic 

approach. 

A 
B 
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Interdisciplinarity for scientific competence development 
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It is necessary to emphasize that the essence of 

mechanisms showing the emergence of new abilities can 

be demonstrated only by means of models created within 

the framework of the systemic approach as these ‘new’ 

properties have to be additive.  

To a large extent, the course is about connecting 

disparate questions, concepts, facts, and ideas, and then 

raising new questions – it is a vital process in this 

approach to nanothinking because it is a formal way of 

integrating ideas and communicating. 

 

4 Consumption and wellbeing: Who is consumer? 

 

We commonly think of consumption as something that 

benefits individuals. We also tend to think of 

consumption decisions as being made by individuals or 

families, and not so much by businesses, organizations, 

governments or other groups. However, in contemporary 

economies, consumption decisions and consumption 

benefits are more complicated than this individualistic 

approach suggests. 

From a systemic perspective, consumption is a 

holistic, cyclic process by which goods and services are 

used and in the end are disposed of by people (Figure 4).   

 

FIGURE 4 Consumption as a resource base creation process for 

business activity. 

 

Consumption is the final round of the cycle in 

business activities that starts with an evaluation of 

available resources and proceeds through production of 

goods and services, distribution of goods and services, 

and their acquisition by people or groups. Finally, goods 

and services themselves come to be used and after their 

life cycle disposed. The effect of this consumption, 

including depletion of resources and generation of waste 

as well as enhancement of people’s quality of life and 

human wellbeing, forms the resource base for the next 

round of business activity.  

Following the concept of a ‘cycle’ as a unit of the 

business activities, we can assume that a cycle of 

production-consumption satisfies a set of important 

demands: 

1) A cycle represents the major relationship ‘production 

– consumption’ reflecting the essential certainty of 

business activity. 

2) A cycle is an entire, holistic business act – from the 

goal to the result, stipulated by feedback ties that 

ultimately determine the result. 

3) A cycle represents a unity of objective and subjective 

components, which reveals the possibilities for 

improvement of business activity and product 

development as well as allows for scientific analysis 

of the process.  

4) A cycle is a system that is open for the influence of 

the external environment.  

5) A cycle represents a model of an objective business 

reality, since it reflects the basic relationship – the 

interdependence of production and consumption. 

 

Much of economic discourse, from Adam Smith 

onward, has assumed that the functioning of an economy 

is grounded on the final demand for goods and services. 

As Smith argued, consumption is the sole end and 

purpose of all production and the welfare of the producer 

ought to be attended to, only so far as it may be necessary 

for promoting that of the consumer.  

Thus, as the traditional assumption suggests, the 

consumer is the reason for economic activity and, 

therefore, for economic theory as well.  

Another suggestion is that having satisfied a certain 

demand, consumers keep the economy going by 

generating further demand for goods and services. 
Without this demand, the supply side of the economy 

would expire. Thus, as a source of demand, the consumer 

is the trigger that makes the economic system run.  

However, people are more than just consumers. 

Consumption practices most directly address people’s 

living standards or lifestyle goals, which have to do with 

satisfying needs and getting pleasures through the use of 

goods and services. The end product derives its value 

solely from its contribution to the well-being of society 

and of individual consumers. When everything revolves 

around the consumer, the question arises: what makes 

people want to buy and consume? 

 

5 Developing responsible consumer identities through 

intellectual consumer practices 
 

Marketing professionals strive to influence consumers 

toward choosing and purchasing a particular brand of 

their product, at a particular time and place. To succeed, 

they have to have a clear understanding about what 

makes people want to buy and consume.  

The fast scientific and technological advancements in 

such areas as neuroscience, genetics, artificial 

intelligence, biomedical engineering, computer and 

communications technology, biotechnology, and 

nanotechnology call for fresh reflections on what it 
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means, in the 21st century, to be a consumer, and for 

ethical judgments on how we might shape our 

intellectual, responsible consumption on the way to 

sustainable future consumer society.  

What is important for a contemporary consumer to be 

able to cope with all the tasks imposed by new 

technologies and scientific advancements in order to 

make independent knowledgeable decisions? But what if 

those decisions are influenced by producers and 

aggressive marketing by businesses? 

The modern consumer is not an isolated individual 

making purchases in a vacuum. Rather, we are all part of 

a contemporary phenomenon that is often referred to as a 

global consumer society where all people have become 

increasingly interconnected and interdependent. This 

aspect could potentially raise greater awareness of the 

fact that we are all part of a single global community that 

shares a common consumer identity as a background and 

destiny. 

All of us are human beings and our human identity is 

the most essential factor that unites all people of the 

world (Figure 5). At the same time, all of us are 

consumers: we consume goods and services, and our 

consumer identity is another major factor making up our 

commonality.  

 

FIGURE 5 Constructing responsible consumer identity through shaping 

scientific citizenship and intellectual consumption practices 

 

But against the background of this commonality, we 

develop different consumption practices due to various 

reasons – botnh objective and subjective. Still, on the 

subjective side, it is, to a great extent, our intellectual 

power that shapes our decision-making, our life styles 

and contributes to the quality of life.   

It means that we need to have enough knowledge, 

skills and confidence in a highly technological business 

world to effectively construct our responsible 

consumption practices and develop scientific citizenship 

with the intention to contribute to innovations, sound 

business practices and facilitation of responsible and 

informed policy making to satisfy the requirements of 

individual consumers as well as contributing to the 

improvement of the quality of life in general. Education, 

as a major catalyst, has to help people become effective, 

scientifically literate, knowledgeable decicion-makers 

and responsible consumer-citizens. The cost is much 

greater if it does not.   

The rise of consumer culture and the increased 

scientific literacy can be to a certain extent equated with 

intellectual citizenship, since a scientifically literate 

public can better contribute to policy making. Thus, the 

notions intellectual citizen and responsible consumer 

become almost conflated, or, at least, harder to 

differentiate.  

We want our students to leave university with a clear 

understanding of the political, legal and economic 

functions of the society they live in, and with the social 

and moral awareness to thrive in it. Responsible 

consumption remains a crucial way of organizing 

people’s place in the contemporary consumer society. It 

will undoubtedly continue to change meaning across 

space and time in the twenty-first century. 

This is why we need to consider the role of new 

technologies in students' daily lives, in shaping 

responsible attitude to the consumption practices, and 

their implications for classroom performances. How 

closely, for example, should students' worlds outside the 

classroom match what occurs in the classroom? Why is it 

important to develop intellectual, responsible attitude to 

consumption? Intellectual, responsible consumers are 

people showing power of the mind to reason and apply 

knowledge, who are capable of choosing through 

connecting, of buying through thinking, of consuming 

through awareness, of changing through understanding. 

 

6 From intellectual youth to intellectual society 
 

In our educational approach we support the idea that 

instruction should not be separated from practical context 

and this is the concept that should be maintained as the 

main classroom philosophy, since skills have not only to 

be learned, they have to be experienced through the 

practice of implementation.  

Therefore, concurrently with the general 

nanoeducation course, the quadruple-approach 

nanoproject ‘From Intellectual Youth to Intellectual 

Society’ (FIYIS) has been launched that organizes 

conferences for students as well as the university teachers 

and general public. Initiated by several professors from 

Latvia, Israel, and Russia, this project has been designed 

as an educational supplement featuring the reflections of 

reputed scientists who propose basic ideas for intellectual 

growth, while focusing on today’s most pressing 

problems. Among these are Arnold Kiv, Yuri Shunin, 

Paul Dyachkov, to name a few. 

The teaching objectives of the nanoproject FIYIS 

envision a broad-based integration of technosciences and 

the humanities at the university level, so that both future 

technoscientists and humanoscientists develop a common 
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understanding and, possibly, even a common language to 

deal with complex social, ethical, legal and political 

questions arising from the development of 

nanotechnology and from its convergence with other 

techno-scientific developments, the answers to which are 

to be found on the counterbalance of technologies and 

humanities. Without that counterbalance, society risks 

scientists without conscience, technicians without taste, 

and businessmen without responsibility.  

The learning context of the NanoProject is subdivided 

into four basic levels, comprising 

Ecological/Environmental Level, Health and Medical 

Level, Consumer Goods Level, and Information 

Communication Technologies Level.  

FIYIS – is an integrated skills project that 

presupposes the engagement of all students into the 

research of the Nano-world, irrespective of their major. 

Thus, the 1st year students tackle the 1st Level tasks: 

through simulations, role plays, discussions, and 

negotiations they develop their communication and social 

skills. As a deliverable of the project, they might make a 

nanoproduct presentation: home-related nanoproducts. 

The 2nd year students learn to select, process and 

analyse scientific information dealing with the 2nd Level 

tasks, thus, developing research-based learning skills, and 

problem-solving skills. 

The 3rd year students acquire all the aforementioned 

strategies and skills and go a step further – the tasks of 

the 3rd Level aim at developing not only scientific 

competence but also at a global personality development 

of the student through the experience of learning 

(attitudinal change – to nanoproducts, to each other, and 

to the process of learning – i.e. motivation, student 

awareness, and social scientific responsibility). 

The goal is to produce a pamphlet on key 

nanotechnologies and nanogoods circa 2015 that may 

have value to producers, managers and consumers, as 

well as to future iterations of the class. 

There is a special merit in the 3rd Level tasks – that is 

a high degree of task authenticity, globality, integration 

with other subjects and involvement of all the aspects of 

the individual’s personality, previous experience and 

knowledge. Nanothinking and creativity are the factors 

that link all these elements. 

The most common approach, however, as at many 

other universities, seeks to provide the first-year students 

with an understanding of the commercial conditions in 

their subject area, and the project work often involves a 

market analysis of the particular technical or scientific 

product that the students are learning how to make.  

The second approach provides what might be termed 

an academic understanding of contextual knowledge. The 

course provides an introduction to the philosophy of 

science and technology, and in the project work, the 

second-year students are encouraged to use these 

philosophical ideas to consider the ways in which 

knowledge is produced, or constructed, within their fields 

of major.  

The third type, which we have developed in the new 

educational program in nanotechnology, can be termed a 

socio-cultural approach to contextual knowledge. In our 

lectures, we have introduced the local and the 

ERASMUS students to the cultural history of science and 

technology and, in their project work, we have advised 

the students as to how they might address, and, at best, 

assess the cultural and ethical implications of the 

emerging technologies in their fields of major. The 

approach is valuable since it tends to regard issues of 

social responsibility and of what we have come to 

characterize as scientific citizenship. 

Normally, the project lasts for one semester, although 

it can be prolonged for the whole academic year, 

depending on the tasks and goals. The necessary 

information is gathered from different sources – course 

books, extracurricular books, the web, site visits, and 

interviews with specialists and experts. Students should 

be encouraged to think of projects as not requiring 

standard, back-of-the-book answers; rather, different 

teams undertaking the same project could arrive at 

different conclusions and deliverables. 

A brief pre-assessment is given in the first week of 

class and two more detailed assessments are given in the 

last week of class. Several feedback surveys are made 

during the semester. The assessments and surveys show 

that the students have found the course valuable and that 

many of the goals in the syllabus have been met.  

Continuous assessment has to be used to gain 

information about the effectiveness of class discussions 

and enhancement of students' understanding of the 

interaction between nanotechnology, individual, and 

society. 

At the end of a project, every student must submit a 

statement of personal growth - what he/she expected at 

the initial stages of the project, and what has actually 

been learnt by the end of the project. The statement of 

personal growth may incorporate non-traditional 

objectives, containing reflections on: 

 the relevance of the project to the community, city, 

nation, Europe or the  world; 

 suggestions for follow-up projects and other 

activities. 

Nanoeducation challenges all students to broaden 

their horizons and gives them ways of acquiring 

knowledge of things that shape intellectual society. It 

fuels their interest as citizens so that they would be 

curious about the state of current knowledge, regardless 

of their major. It prepares them to follow the evolution of 

knowledge and technologies, to be active responsible 

citizens today and speak knowingly on questions dealing 

with quality of life within their local communities and the 

global society. 

Not only would the practice of open discussion, 

problem-solving, decision-making, and statements of 

personal growth encourage healthy introspection, it 

would also anchor the scientific and technical disciplines 

with humanities and social sciences. This is especially 
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important because the exceptional synergy of 

nanotechnology with other disciplines creates significant 

social, legal, ethical and political issues that can be 

effectively resolved and outspoken only by the 

intellectual citizenry of an intellectual community. 

Finally, a gap analysis can be implemented to provide the 

best way of strategic assessment and planning (see, It 

allows comparing two series: 1) where we are now and 2) 

where we want to be in some time in the future, making it 

easy to identify the gaps in knowledge that need to be 

closed. For each area giving us a complete picture of the 

situation we ask two questions: 

 Where are we now? 

 Where do we need to be in 13 weeks’ time? 

Actually, we have to answer three questions:  

 How are we doing? 

 How should we be doing? 

  How much do we need to improve? (the gap) 

We can then quickly identify where the gaps are and 

whether things need to improve. 

 

FIGURE 6 Gap analysis of knowledge 

 

7 Towards an open dialogue on the benefits and risks 

of nanotechnologies with Latvian students 

 

The term ‘nanotechnologies’ is firmly entering the life of 

every citizen of the global community designating both 

relatively simple nanomaterials and goods such as plastic 

bags or containers, and very complex technologies that 

are supposed to change radically the future of mankind, 

such as prosthetic implants that are controlled by the 

brain and move, feel, and have the sense of touch like real 

ones; or invisible brain implants that would enhance 

human memory storing information equal to several big 

libraries, altering mood and controlling artificial limbs. In 

fact, nanotechnologies have already entered the market 

with an extremely wide range of applications comprising 

food and beverages, food packaging, dental fillers, 

toothpaste, optics and electronics, clothing, wound 

dressing, sporting goods, dietary supplements, cosmetics, 

and many others, but consumers do not seem to notice or 

care.  

Being avid consumers of products, contemporary 

Latvian youths are very familiar with their wide variety 

due to the efforts of marketing campaigns, advertising 

media and their own use of the Internet. However, as they 

buy and use today’s products, they hold no concept of 

how these products come to exist or how they are made. 

Overall, general public’s knowledge of the production 

process is relatively limited and unappealing. This lack of 

knowledge creates a strong demotivating barrier that 

prevents many potential students from not only entering, 

but even considering the field. Such a knowledge gap 

creates a need to educate the students about what 

constitutes a modern production process enhanced by 

new technologies, particularly, nanotechnologies, and 

intellectual consumption. 

In this paper, we describe an effort to bridge the 

technological literacy gap in consumer citizens, currently 

under way in Latvia. Our previous research on 

Nanoeducation has revealed a dramatically low level of 

scientific knowledge in Latvian consumers. The results 

stimulated the initiation of the project ‘Adopting 

Intellectual Life Approach’ (AILA) at Information 

Systems Management University (ISMA), Riga, Latvia.  

The aim of this research, focusing on the challenges 

of nanotechnologies in the food and healthcare sectors, is 

to explore Latvian intellectual responsible consumers: 

their habits, new technology perceptions, preferences and 

values. Intellectual, responsible consumption is viewed as 

an identity project since we will study how Latvian 

citizens of the recession times construct their identity 

based on intellectual responsible consumption practices.  

The beauty of AILA is that it reaches students from 

all study programmes – Natural sciences and Humanities, 

Information technologies and Business studies, Tourism 

and Management, Law and Environmental design, etc. It 

is an integrated skills project built around active learning 

methods to promote an active case-study-, problem-

solving- and decision-making-based approach to 

developing responsible scientific consumption, new 

emerging identities, and to offer an opportunity for 

students from a wide range of disciplines to learn about 

nanotechnologies, to explore their risks and benefits and 

to reflect on the place of nanotechnologies in their 

personal life, in their future professional practices, and 

the modern consumer society. 

A questionnaire for the consumer survey comprising a 

set of questions was compiled based on a Likert 

Technique or scale and supported by the Consumer 

Culture Theory by Arnould and Thompson [9]. The main 

findings of the research are threefold as there were three 

teaching objectives of investigation: 1) what level of 

scientific understanding and risk-assessment would be 

sufficient for consumers; 2) whether consumers are 

provided with the necessary information; and 3) what 

more needs to be done in terms of public engagement.  

The empirical results have proved a dramatical 

discrepancy between nanotechnology use in products that 
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are already on the market and lack of nanotechnology 

understanding in a modern Latvian consumer society. 

The question arises: does higher education today fulfil 

its role as a major catalyst to provide the necessary 

knowledge and relevant skills mix for our students to be 

prepared to join the highly technological global economy 

to ensure sustainable future for themselves, in the first 

place?  

To find the answer to this question, we initiated a 

pilot research with the second-year students as an 

educational supplement, as a part of market analysis of a 

particular product that the students are learning how to 

make. The first question addressed to the respondents 

was whether they considered themselves ‘intellectual 

consumers’ (Figure7).   

Do you consider yourself an ‘intellectual’ consumer’? 

(N=120) 

 

FIGURE 7 The amount of students considering themselves ‘intellectual 

consumers’ 

 

As we can see from the pie chart, the answers divided 

almost evenly among the three groups of students-

consumers with a slight shift toward ‘intellectual 

consumer’. Thus, we had to investigate the reasons for 

30% of students considering themselves non-intellectual 

consumers and 33% being doubtful about themselves 

(Figure 8). 

 
Do you understand the ‘labelling’ information? 

 

FIGURE 8 Student understanding of the ‘labelling’ information on 

products. 
 

As the bar graph demonstrates, the reasons behind 

such a low self-esteem and doubt are hidden behind the 

inability to cope with complex scientific inscriptions on 

the products revealing their ingredients – 30% of students 

confess not being able to understand all of them. Another 

25% of students admit to be very sceptical about 
information accompanying products because many 

companies do not label nano ingredients or other 

unhealthy components for people to choose whether to 

buy such products or not (Figure 9). 

 
On what information do you base your purchasing 

decisions? 

 

FIGURE 9 The reasons influencing the purchasing decisions of 

students-consumers 

 

As we can conclude from the pie chart, the major part 

of consumers is influenced by price in making their 

purchasing decisions. The second biggest category – 24% 

of consumers put their health on the first place, which is 

very reasonable. 

Still, judging from the bar graph (Figure 10), the 

plurality – 62% - have no idea about products containing 

nano-ingredients, hence we can assume that they cannot 

make responsible decisions concerning their health. 

 
Do you know what products contain nano-ingredients? 

 

FIGURE 10 Students-consumers’ awareness of the products containing 

nano-ingredients 
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Only 15% of students-consumers say that they know 

what products contain nano-ingredients. However, if we 

sum up 15% and 23% (of shy students, perhaps) we will 

get that 38% who consider themselves intellectual 

consumers.  

Among students-consumers who make an initial 

assessment of nanotechnologies, the plurality think the 

risks and benefits will be about equal, and the votes are 

divided about evenly between benefits and risks – 60% 

and 40% respectively (Figure 11). 

 
If there is a choice: will you buy a product with ‘nano’ 

or without ‘nano’?(initial assessment) 

 

FIGURE 11 Student preferences of buying products with or without 

nano-ingredients before a general course on NTs. 

 

However, when potential risks and benefits are 

outlined in the general introductory course into 

nanotechnologies, the greatest shift is toward the need of 

additional information – 74% or risk – 19% (Figure 12). 

 
Impressions of the risks versus the benefits of 

nanotechnology (after a general course on NTs) 

 

FIGURE 12 Student preferences of buying products with or without 

nano-ingredients after a general course on NTs 

 

As we can see, life itself imposes the necessity of 

knowledge and education to make informed choices and 

responsible consumer decision making, thus, ultimately 

becoming intellectual consumers.  

Since Nanotechnology is starting to play an extremely 

important role in the socio-economic development of all 

countries for the foreseeable future, it is imperative for 

higher education that emphasis be placed on producing a 

properly educated, qualified and trained specialists and 

consumers that can cater for the future of the society they 

live in. 

It is at this crossroads and the questions raised by the 

scientific and technological advancements of our 

contemporary world, that we need to transform the 

society by educating responsible decision-makers and 

contributing to the construction of new emerging 

identities, shaping scientific responsible consumption 

practices and lifestyles.  

Societal and technological arrangements co-evolve. 

This co-evolution happens most favourably in an 

educated, intellectual, and responsible society that is 

tolerant of change and divergent views. ‘By fostering an 

educated, intellectual society it creates conditions that 

foster responsible moral and social behaviour of the 

consumers and contributes to shaping intellectual 

responsible mankind’ (Gomez-Mejia, [10]). Our choices 

today will determine what kind of tomorrow is likely to 

come. 

 

8 Conclusions 

 

There is now a growing consensus that the global society 

of the 21st century is on a way that is not sustainable. The 

contemporary forms of political economy are failing to 

conserve ecological resources and services, to guarantee 

economic stability, to maintain cultural diversity, to 

ensure environmental security, and to protect people’s 

physical and mental health. We face corresponding crises 

of ecological, economic, social, cultural and personal 

sustainability. 

Nanotechnology is expected to radically alter the 

human condition within a short span of time, probably 

not exceeding two decades. Human cultures, however, do 

not change at the same rapid pace. Technoscientists as 

well as humanoscientists begin to ponder and predict the 

parameters of possible social, environmental, ethical and 

legal changes to emerge in the first two decades of the 

new millennium. At the same time, the preparation of 

future leaders and engaged citizenry to cope with 

unpredicted changes has obviously to begin at schools 

and universities. 

Most of today’s higher educational institutions are 

awash in technology but the outcomes for students 

remain little changed from 20 years ago. The problems 

are not in our technology but in our universities. The 

reasons are due to our attitudes toward education - how 

we underfund it, mismanage it, politicize it and 

disempower it in our culture. We have to dare shake 

education out of its two-centuries-old inaction/inertia. 

New technologies and education are inseparable. 

Involving the general public into decision making is a 

key element of social learning for sustainability. 
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Education for sustainable development should 

develop knowledge and understanding of the social, 

economic and environmental dimensions. Addressing the 

social dimension clearly involves citizenship education 

based on knowledge and understanding of the new 

technologies fostering the societal development. 

The European Union is stimulating the development 

of nanoscience education in universities to address 

complex issues and to solve multidisciplinary problems, 

in general. 

From a practical stance, nanotechnology is widely 

considered to be ‘the next big thing’ and is well worth 

learning more about in order to get a knowledgeable 

understanding of what is nanotechnology? Is it all hype? 

Is it dangerous? This essential knowledge will not be 

developed by chance, but by strategic, targeted teaching. 

On another level, at the intersection of technology and 

society, there is a new angle to think of some timeless 

issues. Is nanotechnology good? What is progress? How 

much risk are we ready to take? Why should we care 

about the societal implications of nanotechnology? These 

are profoundly important questions the answers to which 

are to be found on the counterbalance of technologies and 

humanities. Without that counterbalance, society risks 

scientists without conscience, technicians without taste, 

and businessmen without responsibility.  

Values reflect and shape the ongoing social 

development. Understanding the impact of a new 

technology on society is vital to ensuring that 

development takes place in a responsible manner. 

Scientific knowledge is expected to play an important 

role in educating citizens about their powers and 

responsibilities. In this case, the citizen is not a mere 

consumer, but a person whose opinions are valued.  

A democracy needs an educated citizenry. What does 

an educated citizenry in a technological age look like? To 

participate in a democracy influenced by technology not 

only do citizens need to know how to understand the 

multiple perspectives that they encounter, they need to 

feel an obligation to explore multiple perspectives to fully 

understand the society they live in and make informed 

decisions.  

When we do not pay close attention to the decisions 

we make, when we fail to educate ourselves about the 

major issues of the day, when we choose not to make our 

voices and opinions heard, that is when citizenship and 

democracy breaks down. 

A new interdisciplinary course, developed at ISMA, 

places an emphasis on humanitarian applications of new 

technologies by focusing on the role of nanotechnologies 

in tackling society’s grand challenges such as safety, 

health and environment. Our hypothesis is that this new 

approach to teaching about technologies will engage and 

inspire students who have typically been turned off by the 

traditional educational experience [11]. Additionally, we 

believe that this course will better prepare a new 

generation of specialists to address major societal 

problems in the future maintaining at the same time an 

awareness of political, economic, ethical and social 

constraints on technologies. 
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Abstract 

To optimize supplies transportation solutions of power grid, a hierarchical genetic algorithm is put forward. Double hierarchical 

objective function is set by weighting, that is, when the precondition of inequality constraint is met, objective solution is to find out 

the shortest supply time and  if the solution is also within the time constraint, the final solution would be the least supply cost, 

otherwise, it would still be the shortest supply time. The solution for optimal supplies transportation scheme at the least cost would 

be worked out by iteration of genetic algorithm. Compared with single objective genetic algorithm in simulation, hierarchical genetic 

algorithm is proved more effective and superior to decrease economic loss of accidents. 

Keywords: Hierarchical Genetic Algorithm, Time constraint, Transportation Cost, Transportation Time, Economic Loss 
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1 Introduction 

 

After a power grid accident, the first important thing is to 

quickly make emergency supplies allocated to the 

destination, thus to decrease economic loss. Whenever a 

great disaster occurs, one supply warehouse could often 

hardly meet the demand for emergency supplies so that to 

cause the problem of multi-site to rescue. In Literatures 

[1, 2], the problem of supplies scheduling within the 

shortest time from the least supplies sites are discussed in 

terms of strictly mathematical proof. In Literatures [3, 4, 

5], the optimal path multi-material in electric power 

scheduling is worked out by Dijkstra algorithm and an 

overall optimization on planning is realized by 

establishing an independent scheduling system. In 

Literature [6], emergency supply scheduling at single 

accident site is studied by taking the least supply sites and 

the shortest emergency responding time as the objective 

functions. In Literature [7], under the condition of time 

constraint at single supply site and multiple accident 

sites, the scheduling problem of single type supplies is 

discussed, and a model for emergency supply scheduling 

is proposed to aim at the shortest responding time. 

So far, researches on urgent repair mostly focus on 

solutions for optimal path. However, this paper tries to 

find out a solution to decrease economic loss by 

analysing the problems of multi- sites of supply & 

demand, and scheduling. Taking the minimal economic 

loss as the objective, optimal planning in power grid 

emergency repair is elicited by iteration of genetic 

algorithm based on a double-hierarchical model of the 

shortest transportation time and minimal transportation 

cost.  

 

2 Modelling 

 

To simplify model, assumptions are made below. 

a) Impacts by traffic jams, traffic light and so on 

would be ignored, that is, the consumed time is a constant 

from a supply site to a demand site.  

b) Quantities for different demanded supplies are 

integers, that is, there are no requirements to combine 

specific quantity and special type supplies at fault sites. 

c) There is no restriction on vehicles at each supply 

site, that is, arbitrary transportation at a supply site is 

allowed. 

Assumed that there are m  power grid supply sites 

and  
m

PPPP ,...,
21

 , where there are l  kinds of supplies 

and  
l

SSSS ,...,
21

 , supplies would be distributed to n  

fault sites and there is  
n

QQQQ ,...,
21

 . Given that the 

demand amount for supplies k  at the i -th supply site is 

ki
A , where there are  lk ,1  and  mi ,1 , while the 

demand amount for supplies k  at the j -th supply site is 

kj
B , where there are  lk ,1  and  nj ,1 . Assumed that 
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the consumed time from the supply site i  to the fault site 

j  is 
ij

t , where there are  mi ,1  and  nj ,1 . 
ij

c  is the 

unit cost by transport supplies from supply site 
i

P  to 
j

Q . 

The purpose of supplies transportation planning in urgent 

repair is to determine the supply amount from each 

supply site to the demand site, i.e., to find the solver of 

ijkx , which is the amount of supplies kS  transported 

from supply site iP  to demand site jQ . ijkD  represents 

the activity of supplies transportation from supply site 
i

P  

to demand site jQ , when ijkx  is more than 0, there is 

1
ijk

D , otherwise there is 0
ijk

D . For an arbitrary k , 

if there is 1
ijk

D , there is 1ijD , that is, the supplies 

transportation from supply site i  to demand site j  occur, 

where there are  mi ,1 ,  nj ,1 , and  lk ,1 . 

According to assumptions and descriptions above, the 

model would be established as below. 

  
ijijijij

xctD
21

maxmin   (1) 

There are three inequality constraints below. 

 
j

kj

i

ki
BAk,  (2) 

kj

i

ijk
Bxkj  ,,  (3) 

kj

i

ijk
Axki  ,,  (4) 

In formula (1), when the real transportation time is less 

than the critical time mt , there are 0
1
  and 1

2
 ; on 

the contrary, then 
1
  and 

2
  would be calculated by 

normalization of weights from practical data. Besides, 

ijij
tD  represents the consumed time from site i  to site j  

in this algorithm. Formula (2) shows that the total amount 

of supplies 
k

S  from all supply sites could meet the 

demand at fault site. Formula (3) shows that the amount 

of supplies 
k

S  sent to fault site 
j

Q  has actually met the 

demand. Formula (4) shows that the amount of supplies 

k
S  from supply site 

i
P  is less than its reserve [8]. 

 

3 A double hierarchical planning on supplies 

transportation 

 

After a power grid accident, the most important thing for 

material transportation is to quickly make emergency 

supplies allocated to the destination, thus to lower 

economic loss to minimum. In practice, 
kij

t , the 

consumed time from resource site to demand site, is 

always assumed to be a constant, then the time taken to 

handle the power grid fault is  
kkijs

ttT  max , where 

kt  is the time to repair. Therefore, when there is 

 
min

,0 TT
s
 , there is   0tL , where  tL  is the function 

of economic loss to time, and when there is 

 
maxmin

,TTT
s
 , there is    

minmax
TTktL   with a linear 

relationship. When sT  is longer than 
max

T , the most 

severe economic loss 
max

L  would be there. Usually, the 

needed time to repair would be taken as the critical time 

rT  to judge if economic loss has been caused or not since 

once supplies are sent to demand site, the needed time to 

repair kT  is only related to the skills of rescue team 

without obvious variation. However, the supplies 

transportation time 
m

T  would change with the road actual 

situation and the supplies scheduling & planning, so to 

tremendously influence 
r

T . 

The objective of single hierarchical algorithm is to 

directly calculate the shortest path or the consumed time 

based on the shortest path. However, not only an analysis 

of the shortest path but also a quantitative analysis, where 

if the consumed time meets the requirement of shortest 

time at minimal economic loss, should be done in 

practice. Under this condition, when there is a solution 

for the shortest path, the objectives would change into the 

minimal transportation cost and minimal number of 

rescue; when there is no a solution, the objective would 

be the shortest transportation time due to the trivial 

distribution cost comparing with the economic loss by 

fault itself [9].  

Therefore, double hierarchical indicators should be 

established, on the upper hierarchy are economy-

effectiveness-type indicators to ensure supplies 

transportation within the shortest time; on the lower 

hierarchy are cost-type indicators which will realize the 

minimum of objective function only after meeting the 

condition of the shortest transportation time on the upper 

hierarchy as shown in formula (1). In practice, great 

amount of supplies always are badly needed at the spot of 

fault site within a short time so that those distant and 

time-consuming transportations are necessary but 

undesirable while considering the limitation of time. 

When the time constraint is not met, 
ij

c  of transportation 

cost for this route would be substituted with a figure 

much bigger than it is possible in practice, other 

transportation costs for other route would not change 

[10]. That is, supplies transportation planning would 

change under different time constraint. 

 

4 Hierarchical Planning Based on Genetic Algorithm 

 

Supply sites would be different with the different 

limitation on transportation time at fault sites. When the 

premise of time constraint is met, the optimal and 
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minimal solution of objective function could be worked 

out by data comparison. 

 

4.1 CODING 

 

Since the purpose of supplies planning is to find out the 

optimal transportation plan, codes could be expressed as 

 
mnl

xxxxxxx ,...,,...,,...,,
212211122121112111

, where 
mnl

x  

represents the amount of supplies l from supply site m to 

demand site n, P is the set of supply sites, and Q is the set 

of demand sites. 

 

4.2 INITIAL POPULATION’S ESTABLISHMENT 

 

ijk
tempx  represents the amount of supplies k  from the 

practical supply site i  to fault site j  and 
ik

tempA  is the 

left one of supplies k  at site i . According to statistical 

data, there is a limitation on the optimal shortest time, 

within which the rescue could be implemented at a 

minimal loss or beyond which the loss would raise with 

the increase of the consumed time. Given that the optimal 

shortest time is mt , there would be two situations: The 

first one is that supplies in reserve could meet the demand 

at fault site for each supply sites where there is 
mij

tt  ; 

The second one is that supplies only at those supply sites 

where there is 
mij

tt   could meet the demand at fault 

site. The process is described step by step and shown in 

Figure 1. 

 

Step 1: To judge if 
kj

i

ijk
Bx   is false at fault site j , 

or the process goes to Step 5. 

 

Step 2: For specific fault site j , the set E of supply 

sites, where mij tt   is true, would be established, then to 

judge if  
j

kj

i k

ijk
Bxtemp  is true, where 


i k

ijk
xtemp  represents the total amount of supplies k  

at fault site j , or the process goes to Step 4. 

 

Step 3: For the above site j , supply site r , where 

there is 
mrj

tt  , would be push into the serial R. Then 

those rjt  while Rr  are sorted in ascending order that 

the maximal amount of supplies as 
rkrjk

Ax   would be 

added to the total amount of supplies as 
rkkjkj

ABB  ''
 

until there  
i

kjijkkj
BxB '  is true. Finally, 

ij
t  would be 

assigned to 
m

t . 

 

Start

ijk kj

i

x B

ijk kj

i k j

temp x B 

When                 ,    

Put I into serial A.
ij mt t

When              

Put supply site r into serial R.

rj mt t

Sorting R by ascending order 

of       . rjt

'

kj ijk kj

i

B x B 

' '

kj kj rkB B A 

R=R-{r}

m ijt t

s min( , )ik jk ijk

i

tempA B tempx 

ijk ijktempx s tempx 

ik iktempA tempA s 

ijk kj

i

x B

End

Traverse for    .  When            ,

              ; When             ,

0ijkx 

 
0ijkD  1ijkD 0ijkx 

ijkx

No

Yes

No

Yes

No

ijkc
Sorting E by ascending 

order of        .

Yes

Yes

No

Traverse for j,

  

FIGURE 1 Flow chart of double hierarchical genetic algorithm model 

 

Step 4: To judge if  
i

kjijk
Bx  is true, as for supplies 

k , the set E would be sorted according to the ascending 

order of 
ijk

c , the amount s of supplies from  i to  j is 









 

i

ijkjkik
tempxBtempAs ,min  according to the 
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ascending order, where 
i

ijk
x  are those values, which 

meet conditions in above steps. If there are 

ijkijk
tempxstempx   and stempAtempA

ikik
 , the 

process will redo step 4. 

 

Step 5: As for site j , when 
ijk

x  is true, there it is 

1
ijk

D  at site i , or there it is 0
ijk

D  and the process 

goes to the end. 

 

 

4.3 FITNESS FUNCTION 

 

Since the objective function is designed as the minimum, 

the fitness function would be designed as  
 xf

xF
1

1 , 

where  xf  is the minimal objective function. 

 

 

4.4 SELECTION, CROSSOVER AND MUTATION 

 

Selection operator would be conducted by means of 

wheel selection. The locations of supply sites and fault 

site are fixed for initial codes, thus crossover operator 

would be conducted in terms of crossover from a supply 

site to another one. To show the general features of the 

algorithm, the probabilities of crossover and mutation are 

expressed with random number as  1,5.0randomP
c
  

and  1.0,01.0randomP
r
  respectively. To meet the 

limiting conditions above and to avoid infeasible 

solutions, the process is described below.  

Step 1. According to the result of random number, 

chromosome could be selected to pair. If the pairing 

result is  
c

Prandom 1,0 , where cP  is the probability of 

crossover, pairing by crossover operation would be 

conducted, or mutation operation would be done. 

Step 2. In terms of stochastic method, the random 

number of w  within the interval of  l,1  would be got 

and then the crossover transform on the practical amount 

of supplies w  would be conducted. 

Step3. An entity is randomly selected from the 

population, and judgment that if  
r

Prandom 1,0  is true 

or not would be made, where rP  is the mutation 

probability. When the condition is met, mutation 

operation would be conducted: Firstly, the practical 

amount of transported supplies to demand site j  is set as 

0. Then, the supplies planning would be reset for demand 

site j  according to the process of population 

initialization.  

 

5 Case Studies 

 

In this paper, the genetic algorithm tool kit of Matlab is 

applied. For a same case of emergency scheduling, 

simulations would be conducted by algorithms of the 

shortest time-consuming method and double hierarchical 

model. By comparison of those results, the feasibility of 

double hierarchical model could be test. Given that there 

are 3 types of supplies at 4 supply sites offered to 4 fault 

sites which need rescue in an emergency repair 

scheduling of power grid, the reserve amount of supplies, 

the demand amount of supplies and the transportation 

time would be given by the method of random number to 

simulate all possible sudden situations in practice. The 

relationship between supply sites and demand sites is 

shown in Figure 2 below. 

 

 

FIGURE 2 Relationship between supply sites and demand sites in 
emergency scheduling system 

 

Transportation Time 
ij

t  is set as a random number in 

the interval of [6, 20], Transportation Cost ijc  is assigned 

as a random number in the interval of [2, 10], Supplies 

Reserve kiA  at supply sites is a random number in the 

interval of [15, 45] and demand Supplies 
kj

B  at demand 

sites is a random number in the interval of [10, 40]. If 

there is  
i i

kjki
BA , then random numbers should be 

reset. The scale of population is 50 with the crossover 

possibility of 85.0
c

P  and the mutation possibility of 

07.0
r

P , and the limitation of transportation time mT  

should be set by considering the severity at fault sites and 

the practical transportation time from supply site i to 

demand site j . Therefore, the limitation time would be 

given by experts, which is 10
m

T  in this paper. If there 

is a solution under this limitation, there are 0
1
  and 

1
2
 , or the objective would shift into the shortest 

transportation time. Since there are differences between 

transportation cost and transportation time on both 

magnitude and significance, coefficients should be set 

after fully considering experts’ advice [11, 12], which are 

 110/10
1

  and  110/1
2

  here. In terms of 

Matlab, the above process would work out two sets of 

data on the amount of supplies at both supply sites and 

demand sites, consumed time, and cost as shown in Table 

1 below.  

 

Supply sites1,2,3,4

Material type 1 Material type 3Material type 2

Demand site 1 Demand site 2 Demand site 3 Demand site 4

i jt ijc
、
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TABLE 1 The amount of supplies, consumed time and cost 

Parameter Situation1 Situation 2 

ikA  

35,27,30 

26,37,18 

24,31,39 

26,30,38 

25,39,34 

27,40,23 

26,23,25 

30,28,38 

jkB  

20,30,34 

33,28,19 

18,35,29 

35,27,23 

24,30,14 

14,16,22 

21,12,15 

13,26,17 

ijt  

12,14,11,8 

7,11,12,18 

13,12,6,15 

12,10,11,12 

10,7,10,6 

13,5,8,10 

9,12,5,10 

8,14,8,15 

ijc  

2,3,5,8 

4,5,7,2 

1,4,6,7 

2,5,7,3 

3,5,7,9 

6,8,6,4 

7,6,7,3 

7,6,5,10 

 

In situation 1, when transportation time is longer than 

mT  at the least loss, the results of simulation are listed in 

Table 2. Under the same preconditions, the optimal 

solutions for two algorithms are the same, i.e., the 

shortest transportation time is 12 and the transportation 

cost is 1853
,











k

kij

ji

ij
xc , which means that two 

algorithms are equally accurate in this situation.  

 
TABLE 2 Optimal solutions for two algorithms in situation 1 

Algorithms 

Shortest 

transportation 

time 

Optimal solution kijx  

Genetic 
algorithm 

12 

141 35x  142 27x  143 23x 

211 20x  212 30x  213 18x 

331 18x  332 31x  333 29x 

421 26x  422 28x  423 19x     

221 6x  432 2x  413 3x 

232 2x     321 1x   

Double 
hierarchical 

genetic 
algorithm 

12 

141 35x  142 27x  143 23x 

211 20x  212 30x  213 18x 

331 18x  332 31x  333 29x 

421 26x  422 28x   423 19x    

221 6x  432 2x  413 3x   

232 2x     321 1x   

 

In situation 2, when the limiting condition of 
m

TT   

is met, the objective function would be solved to find out 

the least transportation cost and the results of simulation 

are listed in Table 3. When the shortest transportation 

time for two algorithms are all within the limitation of 10, 

there are 1732
,

1









 

ji k

kijij
xcC  for Genetic 

algorithm and 8752 C  for double hierarchical genetic 

algorithm, which shows that double hierarchical genetic 

algorithm is obviously superior to genetic algorithm on 

expenditures.  

 
TABLE 3 Optimal solutions for two algorithms in situation 2 

Algorithms 

Shortest 

transportation 

time 

Optimal solution kijx  

Genetic 
algorithm 

9 

221 14x  222 16x  223 22x 

331 21x  332 12x  333 15x 

141 13x  142 26x  143 17x 

411 24x  412 28x   413 14x     

312 2x   

Double 
hierarchical 

genetic 

algorithm 

10 

111 24x  112 30x  113 14x 

341 13x  342 23x  343 17x 

242 3x  221 14x  222 16x 

223 22x  431 21x   432 12x    

433 15x   

It shows in the two tables above that when 

transportation time is longer than the time constraint at 

the least loss, the results of the shortest transportation 

time are the same for two algorithms, and when the 

condition of minimal time constraint is met, the value of 

objective function’s solution for double hierarchical 

genetic algorithm decreases since the objective function 

takes the least transportation cost as the main factor, 

while for genetic algorithm, the shortest transportation 

time is still the objective of the solution with amount of 

transportation cost. In comparison, double hierarchical 

genetic algorithm is better than single objective genetic 

algorithm. 

 

6 Conclusions 

 

According to the nature of power grid supplies planning, 

a hierarchical genetic algorithm is proposed to make a 

planning for emergency scheduling and path selection in 

this paper. Based on genetic algorithm and with double 

hierarchical objective function set by weights, this 

algorithm could iterate to find out the optimal solution for 

supplies scheduling & planning at the least loss after an 

accident when the inequality constraints are met. In a 

study case, it shows that the hierarchical genetic 

algorithm could effectively decrease economic loss of an 

accident under the limitation of time. We believe this 

method could be widely used in power grid emergency 

supplies scheduling.  
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Abstract 

Although Kalman filtering algorithm has been widely used in the maneuvering target tracking, conventional Kalman filtering 

algorithm always fails to track the maneuvering target as the target changes its movement state suddenly. In order to overcome its 

disadvantages, an improved Kalman filtering algorithm that based on the adaptive neural fuzzy inference system (ANFIS) is 

proposed in this paper. In the improved algorithm, the covariance matrix of Kalman residual is gainer and the measurement noise 

covariance can be updated in real-time by ANFIS module. Finally, the comparison and analysis of the experiment results between the 

original Kalman filtering algorithm and the improved one has been carried out. The experiment results show that the tracking error is 

obviously reduced and the accuracy is significantly boosted after the original Kalman filtering algorithm was substituted by the 
improved one. 

Keywords: maneuvering Target tracking, Kalman filter, Adaptive Neuro-Fuzzy Inference System (ANFIS) 
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1 Introduction 

 
Kalman filtering algorithm was put forward by Kalman in 

literature [1] in 1960, and it was promoted to continuous 

system together with R S Bucy in 1961 [2]. It is not only 

very common in engineering applications, but also has a 

good performance in moving target tracking. Kalman 

filtering algorithm plays a good role in the non-motor 

vehicle target tracking. However, when the target is in the 

maneuvering motion, the tracking model cannot keep 

pace with the actual motion model changes and the target 

state estimation will deviate from the true status, thus 

Kalman filter will diverge and the tracking accuracy will 

drop rapidly. In view of the defect of the original Kalman 

filtering algorithm, scholars have put forward various 

improved methods, such as Federal Kalman Filter, 

Extend Kalman Filter (EKF), and Adaptive Kalman 

Filter, etc., and among them EKF is used widely very 

much. However, a precondition of EKF is that it must 

follow the assumption of Gaussian process, which is not 

always satisfied in the actual application systems [3]. In 

the EKF, parameters cannot be adjusted easily. Further, 

more, poor robustness and high computing complexity 

are also its disadvantages. Because the EKF is usually 

used in the linear system, which results in a suboptimal 

application of the recursive estimation of the standard 

Kalman Filter [4, 5], tracking error will be too large to be 

used in the maneuvering target tracking. 

The Adaptive Neural Fuzzy Inference System 

(ANFIS) [6] is proposed by Jyh-Shing Roger Jang in 

1993. It inherits the advantages of fuzzy logic and neural 

network. At the same time, ANFIS has discard not only 

the disadvantages of the fuzzy inference system, such as 

strong dependence on expert experience and poor self-

learning ability, but also that of the neural network, such 

as lack of training samples and poor universality of its 

system architecture. Therefore, it can not only adjust its 

structure adaptively according to the operation 

environment of the system, but also obtain the 

membership function by blended learning rule. 

Because of the advantages of ANFIS, an improved 

algorithm, which is based on the original Kalman Filter 

and ANFIS, is proposed to update the measurement noise 

covariance in target tracking system in this paper [7]. The 

simulation results show that the improved algorithm has 

higher accuracy in maneuvering target tracking than the 

original one. 

 

2 Analysis of the original Kalman filtering algorithm 

 

2.1 DEFECT OF THE ORIGINAL ALGORITHM 

 

The target status equation and measurement equation are 

defined as follows: 

     11  kWkXkX  (1) 

     kVkHXkZ   (2) 
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In the status equation (1), X  is a state vector and   

is a transition matrix of the system. In the measurement 

equation (2), Z  is a measurement vector and H  is a 

measurement matrix of the system.  kW  and  kV  are 

zero-mean Gaussian noises, representing system and 

measurement noise respectively with covariance Q  and 

R . 

Kalman filtering algorithm consists of two steps 

named prediction and measurement update. Based on the 

linear system above, the prediction step is derived as 

follows:  

   11ˆ1ˆ  kkXkkX  (3) 

     1111  kQkkPkkP T  (4) 

In formula (3),  1ˆ kkX  is a state vector prediction, 

 11ˆ  kkX  is a state vector estimation of  1kX  at 

time instant 1k . Formula (4) is an error covariance 

matrix of the prediction state, here,  11  kkP  is an 

error covariance matrix of  1kX  at time instant 

1k . 

The measurement update step is carried out by the 

following equations: 

     1ˆ~
 kkXHkZkZ  (5) 

     kRHkkHPkS T  1  (6) 

     kSHkkPkK T 11   (7) 

       kZkKkkXkkX
~

1ˆˆ   (8) 

      1 kkPHkKIkP  (9) 

Kalman residual is denoted as  kZ
~

 and described as 

formula (5). The theoretical covariance matrix of it is 

showed as formula (6). In addition, Kalman gain is 

depicted in formula (7).  kkX̂  is a state estimation, 

 kP  is an estimation error covariance matrix. Compared 

with the formula (6), the observed covariance matrix of 

Kalman residual  kC2
ˆ  can be obtained by the following 

formulas: 

    1
~

1
~

 kZkZE  (10) 

       

 
























 




 

jk

jkkC

kZkZjZjZE
T

,0

,1ˆ

1
~

1
~

1
~

1
~

2

 (11) 

It is can be known from formula (6) and (11) that 

there are differences between the observed covariance 

matrix and the theoretical value of Kalman residual. 

When the target moves at a constant speed, the mean 

value of Kalman residual is zero. However, this value 

will change when the target have accelerations. Then, the 

observed covariance matrix of Kalman residual will not 

be consistent with the theoretical one [8]. In addition, it is 

inferred that the covariance matrix of  kZ
~

 is affected by 

the value of measurement noise covariance as indicated 

in formula (6). In order to remedy the flaws of the 

original method mentioned above, the improved 

algorithm is put forward to enhance tracking accuracy. 

 

2.2 EXPERIMENT RESULT OF THE ORIGINAL 

ALGORITHM 

 

In this paper, the original algorithm is applied to the 

simulation experiment of moving target tracking. 

Supposing that the initial position of the target is 

   mmyx 0,0,  , the initial velocity is 

   smsmvv yx /50,/50,  . The sample time is sT 2 . 

In the 10th sampling period  st 20  an instantaneous 

acceleration    smsmaa yx /10,/10,   will be attached 

to the target, lasting s2 . Tracking results are showed in 

Figure 1. 

Figure1 (b) shows that when the target moves at a 

uniform speed, the tracking accuracy is high, but the 

tracking error increased instantly and the tracking effect 

reduced suddenly after the speed of the moving target has 

been changed. From the defects of the original algorithm 

analyzed in 2.1, it is known that as the speed of the 

moving target changes, the mean value of the Kalman 

residual will change correspondingly. Moreover, it will 

cause the difference between the observed covariance 

matrix of the Kalman residual and the theoretical one, 

which will increase the filtering error. This is the main 

reason of Kalman filter performance drop rapidly. This 

paper presents a new method that based on ANFIS to 

improve the original Kalman filtering algorithm. The 

improved algorithm can update the measurement noise 

covariance matrix in real-time, then keep the observed 

value of the Kalman residual covariance consistent with 

the theoretical one, and finally, make the target tracking 

experiment getting a better result. 
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a) b) 

FIGURE 1 Experiment results of the original Kalman filtering algorithm in target tracking: a) Tracking displacement, b) Tracking error. 

 

3 The improvement of Kalman filtering algorithm 

 

To overcome the limitation that the original algorithm, an 

improved IMM algorithm, which combining the original 

algorithm with an ANFIS module, is presented in this 

paper. 

 

3.1 PRINCIPLE OF THE IMPROVED ALGORITHM 

 

From the analysis of original algorithm and the 

simulation result showed in Figure 1 (b) we can know 

that the target maneuvering will cause the observed 

covariance inconformity with the theoretical value of the 

Kalman residual, the tracking accuracy will decline 

rapidly and Kalman filter will diverge. Formula (6) 

shows the measurement noise covariance can influence 

theoretical one, then the filtering effect will be affected 

also. So updating the measurement noise covariance can 

keep the observed covariance of the Kalman residual 

consistent with the theoretical one, and the tracking 

accuracy will be improved finally. Therefore, an 

improved Kalman filtering algorithm, in which the 

measurement noise covariance is updated in real-time by 

ANFIS, is proposed. The flow chart is showed as Figure 

2 

In the improved algorithm, the theoretical covariance 

of Kalman residual is defined as: 

     kRHkkHPkS T ˆ1  , (12) 

where  kR̂  takes the place of measurement noise 

covariance signed  kR  in the original algorithm. The 

symbol  kR̂  is an estimate value of  kR , which is 

updated by ANFIS in real-time. 
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FIGURE 2 Flow chart of the improved algorithm. 

 

Applying Adaptive [9] Neural-Fuzzy Inference 

System (ANFIS) can produce fuzzy rules and adjust 

membership functions automatically based on data 

without experience of experts. Based on those advantages 

of the ANFIS module mentioned above, the tracking 

accuracy is evidently increased in the improved algorithm 
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by updating the value of system noise covariance in real-

time. 

The principle of the improved IMM algorithm is 

shown in Figure 3.  kD  is the input parameter of the 

added ANFIS module,  kR  will be adjusted to adapt 

to the target movement state variation. 

 

 

FIGURE 3 Principle of the improved algorithm. 

 

3.2 DESIGN OF ANFIS SYSTEM 

 

It can be known that the observed covariance disagrees 

with the theoretical value of the Kalman residual when 

the speed of the moving target changes in the original 

algorithm. In order to overcome the defect, the improved 

algorithm updates the measurement noise covariance in 

real-time based on  kD  by ANFIS to ensure that the 

two values of the Kalman residual covariance are 

consistent with each other. 

The variable  kD  is defined as: 

     kCkSkD
2
ˆ  (13) 

Measurement noise covariance can be updated as 

follows: 

     kRkRkR ˆ  (14) 

The input value is mapped into fuzzy sets in the 

universe of discourse. They are labelled as: 

NegativeN  , ZeroZ  , PositiveP  . In this paper, 

the generalized bell shaped function has been chosen as 

the membership function to characterize fuzzy sets. The 

initial and final membership functions of the input 

parameter are showed as Figure 4: 

 

   
 

a) b) 

FIGURE 4 Initial and final generalized bell shaped membership: a) Initial membership functions, b) Final membership functions. 

 

According to formulas (6) (11) and (13), the value of 

 kD  is calculated. The value of ( )R k  is get by expert 

experience. In this way, a set of  kD  and  kR  are 

obtained. Finally, with these parameters defined above, 

the fuzzy rules [10] are expressed as follows: 

Rule 1 if  kD  is N, then  kR  is N 

Rule 2 if  kD  is Z, then  kR  is Z 

 1-kkR̂  
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Rule 3 if  kD  is P, then  kR  is P 

Two data sets named  kD  and  kR  are generated 

by fuzzy rules mentioned above, which corresponding to 

the input and output parameters respectively for training 

of ANFIS. The parameters of ANFIS are showed as 

TABLE 1. 

 
TABLE 1 ANFIS parameters 

ANFIS info: 

Number of nodes:16 

Number of linear parameters:6 

Number of nonlinear parameters:9 

Total number of parameters:15 

Number of training data pairs:110 

Number of checking data pairs:0 

Number of fuzzy rules:3 

 

Because the fuzzy inference system based on Takagi-

Sugeno is simple in algorithm and convenient to be 

realized, it is used in the two ANFIS modules. The 

generated ANFIS structure is showed as Figure 5. 

 

input inputmf rule outputmf output

Logical Operations

                      

                     and

                       or

                     not

 

FIGURE 5 Structure of ANFIS 

 

4 Experiments comparison of the two algorithms 

 

4.1 EXPERIMENT RESULT COMPARISON 

 

The improved Kalman filtering algorithm is applied to 

the simulation experiment of tracking maneuvering 

target. Both the initial state and the motion state of the 

target are the same as the previous experiment, that the 

initial position of the target is    mmyx 0,0,  , the 

initial velocity is    smsmvv yx /50,/50,  . An 

instantaneous acceleration    smsmaa yx /10,/10,   

will be attached to the target at time instant st 20 , 

lasting s2 . And the sample time is also sT 2 . Figure 

6 is the result of target tracking error. In this figure, the 

experiment errors of the improved Kalman filtering 

algorithm and the traditional one are compared. 

 

 

FIGURE 6. Comparison of the estimation error curves 

 

The simulation result shows that the error of original 

Kalman filtering algorithm is very big and is reduced 

effectively by the improved algorithm when the speed of 

the moving target changes. So the loss of the moving 

target have been prevented owe to the improved 

algorithm. 
 

4.2 EXPERIMENT ERROR ANALYSIS 

 

The experiment error of the algorithms before and after 

improved are given in Table 2. It shows that the error of 

the improved algorithm has obviously decreased 

compared to the original algorithm from 11th iterations. 

In addition, the error of the improved algorithm is 3/5 of 

the original one in general. The reason of improved 

tracking accuracy is that the measurement noise 

covariance is compensated in real-time, and the observed 

covariance of Kalman residual is corrected when the 

acceleration of target is change. 
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TABLE 2 Experiment errors of the two algorithms 

Iteration rounds Error before improved (a) Error after improved (b) b/a 

1 0.04535 0.02636 0.5812569 

2 0.25667 0.14942 0.5821483 

3 0.97354 0.58923 0.6052448 

4 0.7369 0.43314 0.5877867 

5 0.55952 0.32587 0.5824099 

6 0.4435 0.25693 0.5793236 

7 0.37398 0.21707 0.5804321 

8 0.34496 0.20273 0.5876913 

9 0.34515 0.20525 0.594669 

10 0.35542 0.21134 0.5946204 

11 8.21708 6.37459 0.7757731 

12 15.64758 11.60113 0.7414009 

13 9.93892 6.5259 0.6566005 

14 1.1217 0.34532 0.3078541 

15 5.7885 5.16354 0.8920342 

16 9.2082 7.04156 0.7647054 

17 9.48966 6.59441 0.6949048 

18 7.77816 4.90665 0.630824 

19 5.27737 2.94023 0.5571393 

20 2.87997 1.29959 0.4512512 

Average 3.9891065 2.770513 0.6174035 

 

5 Conclusions 

 

Firstly, the principle of the original Kalman filtering 

algorithm for maneuvering target tracking and its defects 

are introduced in this paper. Then, an improved Kalman 

filtering algorithm based on ANFIS is proposed. In the 

improved algorithm, because the value of measurement 

noise covariance is updated in real time by ANFIS 

module, the theoretical value of the Kalman residual 

covariance can keep space with the observed one. Finally, 

the simulation experiments are carried out and the 

tracking error are quantitatively analysed. The results 

show that the accuracy of the maneuvering target tracking 

has been increased obviously, when the original Kalman 

filtering algorithm is replaced with the improved one.  

However, the improved algorithm still has some 

flaws. For example, the tracking accuracy of the 

improved algorithm will be influenced greatly by the 

parameters of ANFIS. So, further research is needed to 

gain the rules that how the parameters influence the 

tracking accuracy in the future.  
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Abstract 

With the increasing complexity of computer hardware and software systems, how to ensure system accuracy and reliability becomes 

an increasingly pressing issue. The quantitative verification of multiple until formula property has important practical significance in 

the field of biology. In this paper, for particular probability reward model, we give the detailed analysis of properties verification 

methods of the multiple until formula with transition step and transition reward constraints based on the weighted directed graph. At 
last, the example analysis is given. The theoretical analysis and example result show that the feasibility and validity of the method. 

Keywords: Probabilistic system; Model checking; Multiple until formula; Directed graph 
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1 Introduction 

 
Model checking is a formal verification technique with 

higher degree of automation and is an efficient automatic 

detecting mean as it can provide the counterexample 

information when the properties are violated. Model 

checking has obvious advantages compared with other 

formal verification means. 

In recent years, along with the application range of 

traditional model checking technology used for 

qualitative verification continues to be expanded, the 

properties quantitative validation technology based on 

complex parametric probabilistic model become one of 

the research topics that many experts and scholars 

interested, and gradually become new hotspot in trusted 

system verification field. 

In the process of model checking, probabilistic 

computation tree logic formula and continuous stochastic 

logic formula are generally used to describe the property 

of system. On these logic formula, multiple until formula 

can describe the periodic oscillations changes of 

biological species and other important characteristics in 

the field of systems biology, which makes high-

performance verification and counterexample analysis 

about this kind of property become an open research topic 

[1, 2]. 

In the literature [3], stratified continuous time Markov 

chain model is used to explain the verification process of 

multiple until formula property with time boundaries, the 

corresponding verification algorithm and example 

analysis process are proposed by constructing 

synchronous automata model of formula property 

automaton and continuous time Markov chain model. 

Literature [4] proposes an algorithm on 

counterexample generation for model checking 

probabilistic timed automata based on the weighted 

directed graph. 

In the literature [5], the semantic representation of the 

probabilistic timed automata was gave by Markov 

decision processes, and the until formula counterexample 

generation algorithm and representation method were 

proposed. 

Although domestic and foreign scholars have made a 

lot of works in the field of until formula properties 

verification, however most of the existing research are 

oriented to the until formula with time constraint and 

rarely study until formula properties verification with the 

reward constraints. In view of this, the paper will give the 

detailed analysis of properties verification methods of 

multiple until formula with transition step and transition 

reward constraints in Markov reward model. 

The rest of paper is organized as follows: Section 2 

presents the necessary background on probability model 

with reward parameter. In Section 3 introduces the syntax 

and semantics of multiple until constraint formula. 

Section 4 explains how to verify multiple until constraint 

formula based on the digraph. Section 5 gives the 

corresponding example description. Section 6 gives the 

basic algorithm description. Finally, in Section 7 we give 

the conclusions and directions of future research. 

http://dict.cnki.net/dict_result.aspx?searchword=%e5%ad%a6%e9%99%a2&tjType=sentence&style=&t=college
http://dict.cnki.net/dict_result.aspx?searchword=%e4%bf%a1%e6%81%af&tjType=sentence&style=&t=information
http://dict.cnki.net/dict_result.aspx?searchword=%e4%b8%8e&tjType=sentence&style=&t=and
http://dict.cnki.net/dict_result.aspx?searchword=%e8%ae%a1%e7%ae%97%e6%9c%ba&tjType=sentence&style=&t=computer
http://dict.cnki.net/dict_result.aspx?searchword=%e5%b7%a5%e7%a8%8b&tjType=sentence&style=&t=engineering
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2 Probabilistic reward model 

 

In this paper, we study properties verification method of 

multiple until constraints formula with transition step 

constraint and transition reward constraint for Markov 

Reward Model (MRM). Below the definition of MRM is 

described. 

Definition 1. MRM is six tuple that is divided into 

discrete time Markov reward model (DTMRM) and 

continuous time Markov reward model (CTMRM). 

DTMRM and CTMRM are expressed as 

 vNAPLPSM ,,,,,  and  vNAPLRSM ,,,,,  

respectively, where S  is a finite set of states, AP  is a set 

of atomic propositions, 
APSL 2:   is a labelling 

function that assigns to each Ss  a set  sL  of atomic 

propositions, and 0:  RSSR  is a rate matrix, 

 SDistrv  is the initial distribution set and 

0:  RSSN  is transition reward matrix. 

The transition reward of MRM is often used to 

represent different characteristics of the system model, 

such as storage space, network bandwidth, message 

number of successfully transmitted, power consumption, 

negotiation procedure and so on. 

In the CTMRM, the transition probability from state 

s  to its some successor state 's  within time t  meet the 

exponential distribution and the value is 

 
 

  tsEe
sE

ssR 1
',

, where  sE  indicates sum of 

transition rate of the state s and    



Sx

xsRsE , . 

Because of the multiple until constraint formula 

studied in this paper is unrelated to the transition time, so 

before we verify the properties, the transition probability 

in CTMRM need to be pretreated, then the transition rate 

matrix of CTMRM is transformed into the discrete 

transition probability distribution of DTMRM, denoted 

by uP . This pretreatment process named as discretization 

for continuous model. 

The transformation method that transforms R  of 

CTMRM into transition probability distribution uP  of the 

discrete model is divided into two cases: 

(1) If    



Ss

ssRsE
''

0'',''  for some state 's  in 

CTMRM, then in DTMRM we have 

 
 
 

 
  i

u
sE

sE

sE

ssR
ssP

max

'

'

'','
'','   and 

   
 





'''

'','1','
sSs

uu ssPssP . 

(2) If    



Ss

ssRsE
''

0'',''  for some state 's  in 

CTMRM, then in DTMRM we have   0'',' ssP  for all 

states Ss '' .  

Below the properties, quantitative validation process 

of DTMRM will to be shown. 

 

3 The description of multiple until constraint formula 

 

In the process of probabilistic model checking, the 

temporal logic applied in discrete probability model 

mainly includes PCTL and its various variants logic, in 

which the path formula supported transition reward and 

transition step is defined as: 

2121::  n
r

n
rO  , 

where   ,0n  and   ,0r  respectively 

represent transition step interval and transition reward 

interval constraint,   ,,,  be arithmetic 

comparison operator,   be until operator, O  be next 

operator and   indicates the corresponding state 

formula. 

The path formula 21
1

1
 n

r
  is called single until 

constraint formula, and 321
2

2

1

1
 n

r

n

r
  is called 

double until constraint formula and 

k
n

r

n

r

n

r
k

k
 1

1

2

2

1

1
...21




   3k  are collectively 

known as multiple until constraint formula. 

Let   be a path, then k
n

r

n

r

n

r
k

k
 1

1

2

2

1

1
...21




   

established if and only if there are a series of transition 

processes so that: All states in the transition processes at 

most  1nSup  steps satisfy the property 1  and the 

cumulative sum of transition reward during these 

transition steps satisfies condition 1r , and then the path 

migrate to one state that satisfies 2 . On the Next 

transition processes, all states at most  2nSup  steps 

satisfy the property 2  and the cumulative sum of 

transition reward during these transition steps satisfies 

condition 2r , and then the path migrate to one state that 

satisfies 3 , and so on. Final, the transition processes end 

in the last state of  , and the state satisfies   nSupk  

denotes the upper bound of interval n ). 

As we can be seen from the semantic analysis of 

k
n

r

n

r
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  is the superposition 

of single until constraint formulas and the number of 

superposition depends on the value of k .  

For the calculation of the satisfying probability of 
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 , if path   is starting at the 

state that need to be verified of the system model and can 

be segmented into several sub paths and each sub path 
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satisfies the corresponding single until formula and the 

sum of transition step and the sum of transition reward is 

within the specified constraint scope of single until 

formula, then the path can be named as valid path.  

Then, we can calculate the transition probability of 

path  , and eventually obtained the satisfy probability of 

multiple until constraint formula of system model. 

 

4 The properties verification method based on 

directed graph 

 

Because of the basic expression, form of the complex 

stochastic system model is state transition system of 

directed graph form, so we can verify the properties 

directly based on the state transition graph of the system 

model aiming at the characteristics of the formula to be 

verified. 

In this paper, we consider the until formula property 

verification problem with the transition step constraint 

and transition reward constraint. In literature [6], the 

problem of generating counterexample of single until 

formula with time constraint for CTMC is described in 

detail and an approximation algorithm of minimal 

counterexample path set is given based on the structure of 

UDTMRM. 

In ref. [7], the solving method of state satisfying 

probability of single until formula  h  with 

transition step constraint for DTMC is introduced in 

detail. 

The basic idea is as follows: First, the original system 

model is appropriate pre-processed and is transformed 

into a weighted directed graph in which weight 

information indicates the transition probability of the 

original model and it is inversely proportional to the 

transition probability. In directed graph, the path that 

transition weight is least called the strongest evidence 

path and the process of finding the strongest evidence 

path is called shortest path (SP) problem. Then the solve 

problem of counterexample path of  h  formula in 

DTMC model is transformed into the solve problem of k  

shortest path set with transition step constraint for 

corresponding vertices based on weighted directed graph. 

In this paper, the solution of satisfying probability for 

multiple until constraint formula 
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


  will use the method similar to 

the above. 

Definition 2. Weighted directed graph for DTMC 

For DTMC  PLAPSM ,,, , the weighted directed 

graph  wEVD ,, , where vertex set SV  , edge set 

    0',',',  vvPSvvvvE  and transition weight 

 ',log vvw  . 

Definition 3. SP problem 

Given a weighted directed graph  wEVD ,,  and 

Vts , , the SP problem is to determine a path   from 

s  to t  such that    ' ww   for any path '  from s  

to t in D . If the length of path   and '  satisfy h  

and h' , then corresponding problem is known as the 

hop constrained shortest path(HCSP), which is a special 

case of the constrained shortest path(CSP) problem. 

For the solution of SP problem, Bellman and other 

scholars proposed various efficient algorithms, such as 

Bellman-Ford algorithm and so on [8, 9]. The strongest 

evidence path for single until formula    can be 

solved in time   nnmO log  where m is the number 

of the edges and n  is the number of the vertexes. For 

 h , the single constraint SP problem can be solved 

in time  hmO  when 1 nh . 

Definition 4. K shortest path (KSP) problem 

Given a weighted directed graph  wEVD ,,  and 

0Rk , the KSP problem is to find k  distinct paths 

k ,...,, 21  between s  and t  in D  such that 

   ji ww    for kji 1  and for every path   

between s  and t , if },...,,{ 21 k  , then 

   kww   .  

Thus, the solution of smallest counterexample path set 

for formula    can be converted to the KSP problem 

and the solution of smallest counterexample path set for 

formula  h  can be converted to the HKSP 

problem. In literature [10], the solution algorithm of 

HKSP for formula  h  of DTMC model can be 

solved in time   nmhkhmO /log . 

The properties validation method of multiple until 

constraint formula in this paper will use the above 

algorithm and has obvious differences with the existing 

research works in the following two aspects: On the one 

hand the object model be processed is different, on the 

other hand, the property need to be checked is different.  

Therefore, we must solve the following two problems: 

First, how to transform the DTMRM model for 

multiple until constraint formula 
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











   into weighted directed 

graph and how to represent the transition probability and 

transition reward. 

Second, how to describe verification algorithm of 

multiple until constraint formula based on the weighted 

directed graph. 

Below, we give the detailed description of how to 

transform DTMRM model into weighted directed graph, 

which is divided into two steps: 

Step 1: Adapting the DTMRM 

First, we make all states in the DTMRM that not 

satisfy  kii ...1  absorbing. Then we remove all 

transitions that satisfy one of the following conditions: 
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The formal description of condition one is: 

   nm SatsSatsnmk   '1  and 

      1''11  qqq SatsSatsSatsqk  . 

The formal description of condition two is: 

   nk SatssSatssnk   ',',1 . 

Next, we add an extra state 1it  for each 

 1 ikii  state so that each outgoing transition 

from i  state is replaced by the transition to 1it  with 

probability 1, reward 0 and a numbered transition act and 

all transitions to 1it  can be distinguished by the name of 

these transition acts. Meanwhile, we add the 

corresponding outgoing transitions for each 

 11  ikiti  state so that each outgoing transition 

from 1it  is transmitted to one of the states that can be 

transmitted from previous  1 ikii  state with the 

same probability, reward and a numbered transition act 

that is same with one specific transition to 1it . 

At last, we add an extra state 1kt  so that all outgoing 

transitions from a k  state are replaced by a transition to 

1kt  with probability 1 and reward 0. 

The obtained DTMRM denoted as 

 ',',',','' NPLAPSM  , where state space 

 11,...,'  kttSS  , atomic propositions set 

 
11

,...,'



ktt atatAPAP  , labelling function 

   
iti attL '  and    sLsL '  for itsSs  ' . 

The probability matrix is divided into the following 

situations:  

If  kSats   then   1,' 1 ktsP  and 

  0,' 1 ktsN ,  

If  i
k

i

Sats 
1

  then   1,' ssP ,  

If   kiiSats i  1  then 

       ','','0,'1,' 111 ssPstPtsNtsP iii    

and    ','',' 1 ssNstN i  , if   kiiSats i  1 , 

then the added orderly numbered transition acts can be 

denoted as    ',, 11 stacttsact ii    when   0', ssP . 

After adjusted, the path   that satisfies 
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   in original model M  is 

turned into the path 112211 ...'   kk ttt   in 

the model 'M  and the corresponding multiple until 

constraint formula to be verified is turned into 
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 k
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n
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r
atatat   where 

121 ...  k . 

Step 2: Converting model into a weighted directed 

graph 

The DTMRM model 'M  obtained in the first step 

can be transformed into a weighted directed graph by 

definition 3. The only difference with the definition 3 is 

that the weight information in the weighted directed 

graph of multiple until constraint formula 
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







   not only contains the 

transition probability weight, but also contains the 

transition reward weight. 

Definition 6 Weighted directed graph for DTMRM 

For DTMRM  ',',',','' NPLAPSM  , the 

weighted directed graph  wEVD ,, , where vertex set 

'SV  , edge set     0',''',',  vvPSvvvvE . The 

weight set of D  denoted as 

  NNppNp WwWwwwW  , , where transition 

probability weight   ',log vvwwW ppp   and 

transition reward weight   ',' vvNwwW NNN  . 

In the weighted directed graph of DTMRM, the 

computation method of transition reward weight is 

   





1

0

1,
j

i

iiNN vvww  , and the computation method 

of transition probability weight is: 

     

   .'log,'log

,'log,
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5 Case constructor 

 

Consider the DTMRM which include six states and be 

shown in Fig. 1 and multiple until formula a b c , the 

model after pre-processed be depicted in Fig. 2 and the 

corresponding weighted directed graph be depicted in 

Figure 3.  

The satisfaction sets of atomic propositions are 

   410 ,, sssaSat  ,    431 ,, sssbSat   and 

   52 ,sscSat  . 
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(0.15,10) (0.8,20)
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(0.25,10)

(0.2,0)

(0.5,0)

{c}

{c}

{a,b}{b}

{a,b}{a}

s5

 

FIGURE 1. The DTMRM model to be verified  
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s3
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(act4,1,0)

 

FIGURE 2. The model pre-processing for formula a b c  
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(act2,0,0)
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FIGURE 3 The weighted directed graph corresponding with formula 

a b c  

 

6 Algorithm Description 

 

In this paper, the satisfying path of formula 
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   can be considered as the 

connection of paths, in which each path satisfies single 

until formula.  

Then the satisfying path set and transition probability 

of formula 
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r atatat   can 

be calculated by limiting satisfying path set of single until 

constraint formula with transition reward constraint on 

the basis of the HKSP algorithm. 

Next, we roughly give satisfying path set algorithm of 

single until formula with transition step constraint and 

transition reward constraint. The algorithm named hop & 

reward constrained shortest paths (HRCSP), in which h  

denotes the upper bound of the transition step constraint, 

r  denotes the upper bound of the transition reward 

constraint,  tsr
h

i ,
  denotes the i-th shortest path from s 

to t so that the length of path is less than or equal to h  

and the sum of transition reward is less than or equal to 

r . 

Algorithm HRCSP(s,t,h,r) 

Require: weighted digraph D , state s  and state t , and 

00 ,   RrNh  

Ensure:   ,...,tsC r
h

i 
   with all    0,  

 tsP r
h

i  

1. compute  tsr
h

i ,
  by BF; 

2. 1k ; 

3.   tsPpr k
h

i ,  ; 

4. While     rtsTRCSDpr k
h ,,&&0    do 

5.    tsts k
h

r
h

k ,, 

  ; 

6. 1 kk ; 

7.    khtNextPathtsk
h ,,,  ; 

8. End While 

9. return  ,...},{1 tsr
h

 ; 

In HRCSP algorithm, function TRCSD denotes 

transition reward constrained satisfaction decision 

algorithm, which is mainly used for judge the path 

satisfaction for transition reward constraint.  

The algorithm TRCSD is described as follows: 

Algorithm  rTRCSD ,  

Input: finite path  , reward intervals upper bound 

0Rr  

Output: true if the cumulate reward r , false  

otherwise  

1.  firsts  ; 0total ; 

2. While    nullsNexts  !,:'   do 

3.  ',ssNtotalrtotalr  ; 

4. 'ss  ; 

5. If  rtotalr   return false; 

6. End while 

7. return true; 

 

7 Conclusions and Future Research 

 

In this paper, for property verification problem of 

multiple until constraint formulae, we put forward the 

construction method of weighted directed graph of MRM 

and the corresponding solution algorithms. The case 

constructor can show that the algorithms and the method 

are effective. In the further, we will further study the 

optimization problem of algorithms and extend the 

method in this paper to other probabilistic models. 
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Abstract 

In order to solve the uncertain perception information appears in the perception process of intelligent wireless sensor, this paper 

considers the intelligent perception problem of Internet of Things (IoT) based on context perception. The current status of the 

research on intelligent perception and its existing problem is analyzed, and then a context perception method to solve the intelligent 

perception problem of Internet of Thing is proposed. The intelligent perception context description model of Internet of Things is 

constructed. In addition, it was investigated that how the intelligent routing maintained under fault conditions, and intelligent 

information management system of agriculture’s was proposed of agricultural IoT system, combined with agricultural automatic 
control devices, which had already been successfully used in the agricultural production. 

Keywords: Internet of Things, intelligent perception, automatic control, context perception, intelligent wireless sensor 
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1 Introduction 

 
In recent years, the Internet of Things (IoT) as an 

international research hotspot, have obtained broad 

attention. It's represents the future trend of development 

of the network, and requires sharing interoperability and 

information, so as to realize human society, the 

information space, the physical world ternary 

comprehensive connectivity and integration as the goal. 

Therefore, the Internet of things is regarded as the third 

technological revolution in information field. 

Sensing technology is an important part of the field of 

computer science and control science, for every object to 

implement networking of IOT environment "can be 

addressed; every object network can control [1]; every 

spatial networking can be communication" goal, sensing 

technology needs formatting commands from the past 

context-aware simple development to the natural 

perception of all-round [2], three-dimensional, modes of 

perception from a single man-machine perception 

extended to man, machine, material ternary world 

interaction mode. Therefore, research on key technology 

of intelligent sensing network environment, effectively 

solve the problem of environment perception of things, 

the realization of the human society, the information 

space, the physical world ternary has important 

theoretical significance and urgent reality needs. 

Over the past decade, studies carried out by China in 

the field of agriculture IOT technology covers the use of 

agricultural resources [3], agricultural ecological 

environment monitoring, fine management of agricultural 

production, agricultural product quality safety 

management and traceability, and other fields, but 

basically is at the start stage [4]. The IOT in the 

utilization of agricultural natural resources monitoring, 

based on the GPS land management and farmland 

information acquisition and positioning technology [1], 

the wireless sensor network, mobile communication 

network and information transmission and so on, to carry 

out agricultural resources network investigation of 

agricultural ecological environment monitoring aspect, 

carried out the research of soil moisture monitoring 

combined with ground stations and remote sensing 

technology based on the developed, atmospheric 

environment and water environment monitoring system; 

agricultural production of fine management [5], to carry 

out agricultural bio - environment information acquisition 

system, developed intelligent monitoring system for 

orchard production facilities [6]; development of 

livestock and poultry, aquaculture network monitoring 

system; developed agricultural management and 

traceability of the quality and safety of agricultural 

products [7], agricultural produce real-time information 

collection and transmission technology, application 

evaluation system and agricultural produce secure digital 

early warning model; electronic tag information 

classification and coding rules, the development of 

agricultural and rural consumer goods circulation 

regulatory information service system [8].  

To sum up, agricultural IOT technology includes not 

only digital agriculture sensing technology, but also 

including wireless agricultural information network 
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transmission technology; it is the reverse of the 

traditional agricultural practices, conservation of 

resources, and the importance of environmental 

protection scientific means, the main direction of the 

future development of agriculture. This topic using 

context-aware intelligent perception of key technology on 

the theoretical calculation of network environment, 

analysis of the current status of intelligent perception and 

the existing problems, put forward an intelligent sensing 

architecture based on context awareness, conducted in-

depth study and on the interaction context perception, 

expression, fusion model and algorithm of the basic 

problem. 

 

2 Intelligent perception and architecture of IoT 

environment 

 

Agriculture of IoT consists of three layers: that is the 

farmland information perception layer, information 

transmission layer and application layer system. The first 

layer is the information perception layer, including the 

RFID barcode, sensors and other equipment, can achieve 

real-time information, dynamic perception, recognition 

and information acquisition, perception layer mainly 

consists of farmland environment information collection, 

soil information, plant nutrition and physiological 

information; the second level is the information 

transmission layer, can realize remote wireless 

transmission from the Internet data information, it is 

mainly reflected the farmland information acquisition and 

transmission of large scale in the agriculture of Things 

[9]; the third level is the application of information 

system, the system can provide intelligent agriculture 

management by controlling the data processing and 

intelligent management, agricultural automation 

equipment, combined with the realization of intelligent 

agricultural production and information management, to 

achieve the target of save resources, protect environment 

and improve product quality and yield of agricultural 

production. Three levels of agricultural network were 

given an IOT to overall perception information, data 

transmission reliability; optimize system and intelligent 

information processing characteristics. Agricultural 

technology three levels as shown in figure 1. 

 

 

FIGURE 1 Three levels of Agricultural IOT 

 

Intelligent perception system of IoT supports 

intelligent interaction the ternary of the world among of 

the people, machines and materials. This new type of 

interactive system makes the traditional IntelliSense 

system will face unprecedented new problems and 

challenges. The Internet of things to achieve the ternary 

world of human society, physical world, information 

space comprehensive connectivity and integration, it 

allows anyone to interaction anything at any time and any 

place to use any network and any service interaction. 

In the IoT environment, various sensors, radio 

frequency identification technology, infrared sensing, 

global positioning system and other information 

generating apparatus coexist, and complex association. 

The user input is no longer the only trigger a system's 

driving force, in the IoT environment, even if the user 

does not sends service request, all kinds of "physical 

interaction" can also trigger system of intelligent 

computing services. In order to achieve this goal, we 

propose to implement the intelligent interactive system 

networking environment by using the context-aware 

technology. In this system, in addition to the user input, 

equipment, people, systems in various connected 

depending on the context interact, thus it can be seen, the 

networking environment context contains not only the 

user, system related information collection ,but also 

contains a collection of related information objects. 

In view of the above problems, we propose the 

intelligent sensing architecture for Internet of things 

based on the context, as shown in figure 2. In this 

architecture, users and objects interact through the 

architecture of the intelligent sensing system. Where the 

object is divided into general devices and smart object 

class two, general equipment refers to the physical 

equipment can be identified single, one-way only provide 

environmental parameters for the system, intelligent 

objects can be perceived and physical equipment 

intelligent control. The technical framework of fusion 

rules to realize context, such as the environment changes, 

we only need to modify the corresponding rules without 

the need to modify the program code can adapt to these 

changes, thus increasing the intelligent interactive system 

adaptability. 

 

3 Context-aware method of IoT 

 

The context fusion method of IOT commonly used 

Bayesian estimation method and the Bayesian estimation 

method, neural networks and fuzzy inference, the 

following description these fusion methods. 

 

3.1 BAYESIAN METHOD 

 

The basic principle of the Bayesian approach is: given 

prior likelihood estimation, if we add an evidence 

(measurement), can be on the front (about the target 

attribute) likelihood estimation to be updated [10]. That is 

to say, with the measured value is coming, can be given 
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assuming a priori density update for the posterior density. 

If nAAA ,...,, 21  representation n exhaustive incompatible 

assumptions (i.e. the presence of a target having the 

properties i), B is a event (or facts and observations), then 

the Bayesian formula is given by 

 
   

   



n

j

jj

ii

i

APABP

APABP
BAP

1

, (1) 

 

FIGURE 2 A typical electric power network 

and satisfies conditions  
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        
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
n

i

n

i

iii
BPABPAPABP

1 1

, ,  

where  
i

AP  is the appears possibility of events 

nAAA ,...,, 21 , and is a priori probability at assuming Ai 

is true condition, which is the known fact that before the 

experiment;  BAP i  is given evidence of B  ( i  target 

exists) conditions, assuming that iA  is true posterior 

probability,  iABP  is true condition observed 

probability of evidence B  given iA ,  BP  is the a priori 

distribution density of B . 

Bayesian inference method to context data can be 

collected on the IoT Setting intelligent interactive system 

in multi-sensor devices and smart body fusion [11]; given 

assumptions to calculate the posterior probability is true. 

Set n sensors (they may be a different matter) work 

together on a target detection, set goals m attributes need 

to identify both of m hypotheses or propositions iA  

 mi ,2,1 . Bayesian fusion algorithm to achieve 

multiple stages carried out. The first step is the collected 

data according to their context information obtained 

characteristics to identify the target attribute contact 

classification; the final target property is given a 

description of 
n

BBB ,...,,
21

. The second step is calculated 

for each sensor (evidence) in all assumptions true 

condition of the likelihood function. The third step is 

collecting more evidence is assumed to be true posterior 

probability based on Bayesian formula. The final step is 

the decision logic, to generate the attribute determination 

conclusions. The process is shown in figure 3. 

In the third step, the fusion probability calculation of 

the target identity can be divided into two steps. 

 

FIGURE 3 Bayes reasoning based data fusion 

First, calculate the joint likelihood function of n  

evidence for the hypothesis under the condition of iA , 

when each sensor or smart independent detection, 

nBBB ,...,, 21  is independent of each other, the joint 

likelihood function is given by: 

       
jnjjjn

ABPABPABPABBBP ...,...,,
2121

 . (2) 

Then, using the Bayesian formula is obtained the 

posterior probability under the condition of n evidence, 

so we can write 

 
   

 
n

jjn

nj
BBBP

APABBBP
BBBAP

,...,,

,...,,
,...,,

21

21

21
 . (3) 

The main advantages of Bayesian approach is 

axiomatic basis and mathematical properties of easy to 

understand, and only needs to calculate time medium. 

 

3.2 NEURAL NETWORK METHOD 

 

The neural network is to emulate the biometric 

information processing system for flexible information 

processing capability [12]. It is a microscopic simulation 

of the human brain function; microscopic numerical 

model is distributed neural network learning through a 

large number of samples of experience, expert knowledge 

and diagnosis example in the form of distribution of the 

weights and the closing value within the network, and the 

use of neural network retention to complete uncertainty 

reasoning. More importantly, the neural network has a 

strong self-learning capability, using a specific neural 
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network learning algorithm to obtain knowledge 

uncertainty reasoning mechanism. 

In the neural network model, radial basis function 

(RBF-Redial Basis Function) neural network is more 

representative of the meaning, it is a kind of neural 

network model proposed by J.Moody and C.Darken in 

the 80's of the last century [13], is composed of input 

layer, a hidden layer (radial base) and a linear output 

layer prior to the neural network, RBF neural network is 

the main feature of hidden layer radial basis function as 

the activation function of neurons, it has the 

characteristics of local experience [14], radial basis 

function has many forms, including the Gauss function is 

used more often in a radial basis function. Figure 4 shows 

the radial basis function neurons with n input nodes. 

 

FIGURE 4 Radial basis function neurons with n input nodes 

Figure 4 shows the hidden layer neurons is the vector 

distance between the deviation bi layer of the weight 

vector w and the input vector u multiplied as the input of 

the neuron activation function. So we can write 

   

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j

ijjiii
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22
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If we take the radial basis function is a Gaussian 

function, so we can write output neurons is  
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By formula (4) can be seen, along with the decrease 

of distance between W and u, the radial basis function 

output value increases, and when the input is 0, which is 

between the W and the U distance is 0, the maximum 

output value is 1. Therefore, radial basis neurons as an 

output of one detector at the same time output of the 

input vector and its weight. 

The radial deviation grassroots B can be used to 

adjust the sensitivity of the basis function, but in practical 

applications, more direct use is another called the stretch 

parameters constant two. It is used to determine each 

radial primary neuron to the input vector, which is the 

width of the radial basis function between the U and the 

w distance of the corresponding. Value σ (or B value) in 

practical applications there are many way to determine. 
 

 

4 Agricultural IoT architecture and performance 

evaluation algorithm 

4.1 AGRICULTURAL IOT ARCHITECTURE 

 

Agriculture of Things the basic structure shown in Figure 

5, the wireless sensor network architecture shown in 

figure 6, usually including a sensor node, a sink and a 

management node. Research on networking agriculture 

was the main star network topology.  
Agricultural fertilizer and water management, the 

principle is similar to spraying management and 

automatic irrigation. Automatic irrigation system is a 

complex control system, their input variable is not only 

the water content of the soil, but there is still time, 

temperature, humidity, crop varieties, and crop growing 

season. The traditional automatic irrigation is generally 

the timing or timing procedures manipulation when to 

begin irrigation, irrigation and more often based on the 

experience of people for a long time may be. Soil 

moisture sensor control device as an automatic irrigation 

system, you can do the crop needs water supply, you can 

automatically open water, began to spray irrigation, to 

achieve timely sprinkler irrigation, water-saving. 

 

 

FIGURE 5 Agriculture of IOT structure 
 

 

FIGURE 6 Communication basic system structure of networking 
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This paper focuses on the control method of 

automatic irrigation network information. To realize the 

automatic control of irrigation water, first with the real-

time dynamic information acquisition field soils, in 

obtaining water information can be based on a variety of 

automatic control mode to implement the automatic 

irrigation. Implementation of automatic irrigation 

principle diagram as shown in Figure 7. 

Farmland irrigation control has three control modes 

that are regular irrigation, automatic control and manual 

control. Timing irrigation is widely used, especially for 

the larger significance of soilless cultivation. Manual 

control is mainly left to the user need to manually provide 

manual control function, in this study, the use of manual 

control valve must be preset before the time limit. The 

diagram of information collecting node in plantation is 

shown in figure 8. 

 

4.2 THE AGRICULTURE OF IOT INFORMATION 

COLLECTION AND TRANSMISSION OF 

TECHNICAL INDICATORS 

 

 

FIGURE 7 The agriculture of IOT and transmission construction 

 

 

FIGURE 8 The diagram of information collecting node in plantation 

 

Comprehensive evaluation index of IoT, according to 

the definition of the IOT network path, that is the 

assembly sequence is a  ds vvP ,  path in the G  side, sv  

is the source node, dv  is the destination node sv  from 

the source node to the destination node path dv  and is 

given by 

           
dniisds

vvvvvvvvvvvvP ,...,,...,,,,,,,
132211 

 . (6) 

Also can be a collection of nodes to represent a path 

simplify represented as: 

 
dnisds

vvvvvvvvvvvP ,...,...,,,,,,,
32211

 . (7) 

For any one path  ds vvP ,  can define the 

consolidated network performance. The index contains a 

variety of attributes as a result of different applications, in 

which only consider the actual demand indicators, delay, 

bandwidth, and packet loss rate. 

 

4.3 IOT NETWORK COMPREHENSIVE 

EVALUATION INDEX CALCULATION 

 

IOT network performance indicators related to the 

average delay is Delay , average bandwidth is 

bandwidth , the average packet loss rate is lossp  , the 

average network energy consumption evaluation is 

PALL . However, a path of IOT road performance 

indicators and not fully representative of the network 

performance, and therefore proposed two different 

aspects of network comprehensive evaluation index, that 

is 
dpo

SQ  and EBoSQ . Propose network-wide indicators 

are sQo , sQ
o

 as a comprehensive indicator to measure 

the performance of the entire network situation. Where 

Delay , bandwidth , lossp  and PALL are given by 

  

m

vvplossp
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i

disi
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For a given source node and the destination node 

SS
d
 , a path  

ds
vvP ,  corresponding indicators 

following relationship: 

  

     ,,,,

,

  
ds

ds

vvpeveDelayvdelay

vvpDelay
 (12) 

    
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min{,

ss
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vvpevvBandwidth

eBandwidthvvpBandwidth
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 (13) 

  

      .,,,11

,

 



ds

ds

vvpevvlosselossp

vvplossp
 (14) 

In order to specific application behind the accurately 

reflect and express the network performance as far as 

possible, the cumulative index of the network application 

on every path average and network tolerance compared to 

define comprehensive index, index of the network are 

often based on applications not difficult to form a fixed 

standard. 
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where max_Delay  specify a limit on the maximum 

tolerable delay for the network, max__ lossp  specify 

the upper limit of the most tolerant of packet loss rate for 

the network specified maximum tolerated, the 

max_bandwidth  is the network specified maximum 

tolerance bandwidth usage limit. max_PALL  specify 

the maximum tolerable energy consumption for the 

network upper limit value. 

 

4.4 IOT NETWORK PERFORMANCE TEST 

 

Place the sensor nodes in the test of farmland large-scale 

farmland in 100m*600m, according to the characteristics 

of the actual field information collection, information 

acquisition and routing process the scene. The following 

concrete experimental plan: 

In the experimental area, all the sensor nodes will 

transmit power amplification coefficient tune 0, signal 

wireless transmission distance will be significantly 

shortened. The test is divided into two parts, the part of 

the network node free networking. Test networking 

performance in three modes, namely: the shortest path 

Experimental Test (SPET), shortest path and competition 

for resources to optimize network the networking 

performance testing (O-SPET) and the depth of routing 

protection (D-SPET) network performance testing. 

The average bandwidth occupied in three network 

modes experimental data as presented in Table 1, the 

average network delay in three network modes 

experimental data as presented in Table2, the average 

packet loss rate of the network of three nodes 

experimental data as presented in Table3 and the average 

energy consumption in three network modes 

experimental data as presented in Table4. 

Figure 9, 10, 11, 12 respectively is the network 

performance test results of three kinds of network mode. 

Set the 6max_ Delay , %3max__ lossp , 

30max_ PALL , 40max_ bandwidth . The test 

results show that the shortest path (SPET) network has 

the worst performance, the 21.1SQo , and the O-

SPET’s 15.0SQ
o

, compared to D-SPET’s 26.0SQ
o

, 

network delay of both are similar, but the O-SPET than 

the D-SPET packet loss rate is low; the energy 

consumption is lower than that of O-SPET and D-SPET. 

It can be selected according to the actual situation in two 

different ways in different applications, routing network 

to improve the way. If you installed the Internet of 

Things adequate energy consumption on the premise, you 

can choose the O-SPET optimization method. 

 
FIGURE 9 Average bandwidth occupied in three network modes 

 

5 Conclusions 

 

This paper proposes the use of context-sensitive 

technology to achieve intelligent interactive environment 

of IoT. IoT environment intelligent interaction 

throughout the entire space of human activities, any 
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legitimate user can at any place, any time, any computing 

resources and services, low-cost access. People do not 

need to care about the specific means to achieve the 

calculation, they do not care about the form in which 

computing and services, so that humans can achieve the 

status of "wisdom" more refined and dynamic 

management of production and life, improve resource 

utilization and productivity levels. To presents the 

shortest path method, depth of prevention and resource 

competition law in network optimization method. Studied  

agricultural IOT and automatic control system combining 

agricultural information and automation system 

architecture, development  the agricultural intelligent 

control system, intelligent management of agricultural 

production park automatic irrigation, fertilizer and water 

management, and automatic spraying; achieve the 

intelligent the greenhouse full-parameter intelligent 

control; monitoring and intelligent management of 

aquaculture. Some examples of successful application 

indicate that the intelligent control system has good 

application prospects. 

 

FIGURE 10 Average network delay in three network modes 

 

FIGURE 11 Average Packet loss rate of the network of three nodes 

 
FIGURE 12 Average energy consumption in three network modes 
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Abstract 

With the quick development of the semantic web technology, RDF data explosion has become a challenging problem. Since RDF 

data are always from different resources, which may have overlap with each other, they could have duplicates. These duplicates may 

cause ambiguity and even error in reasoning. However, attentions are seldom paid to this problem. In this paper, we study the 

problem and give a solution, named K-radius sub graph comparison (KSC). The proposed method is based on RDF-Hierarchical 

Graph Model. KSC combines similar and comparison of ‘context’ to detect duplicate in RDF data. Experiments on publication 

datasets show that the proposed method is efficient in duplicate detection of RDF data. And KSC is simpler and less time-costs than 

other methods of graph comparison. 

Keywords: RDF data cleansing, K-radius sub graph comparison  
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1 Introduction 

 
The Web enables persons to link related documents. 

Similarly, it enables persons to link related data. Linking 

open data project, one of endeavors to link data, aims to 

use the Web to connect related data. Nowadays, 

according to its statistics the data sets consist of over 13.1 

billion RDF triples, which are interlinked by around 142 

million RDF links in 2010. Comparing with its statistics 

of April 2008 (2 billion RDF triples, and around 3 million 

RDF links) [1], the linked data have more than six times. 

The trends show the linked data will be even larger in the 

future. 

However, due to diverse sources of data, it is quite 

possible that there exist duplicates in linked data. It may 

lead to many duplicate search results or wrong statistics 

on entities of Web etc. Let us take DBLP (http://dblp.uni-

trier.de/) which data are generally integrated from IEEE, 

ACM Portal et al, as an example. When we search ‘Jim 

Smith’ in DBLP, DBLP returns 34 papers which DBLP 

thinks the single author named as ‘Jim Smith’ wrote. But 

in fact those papers were written by 5 different ‘Jim 

Smith’s. Furthermore, ‘Jim Smith’ is generally written as 

‘Smith, J.’ in ACM database, but as ‘J. Smith’ in IEEE 

database. Those data make persons have to spend lots of 

time to explore the truth. Thus, it is highly necessary to 

cleanse linked data.  

Linked Data uses URIs and RDF to connect pieces of 

data, information, and knowledge on the Web. The RDF 

is based upon the idea of making statements about 

resources (in particular Web resources) in the form of 

subject-predicate-object expressions. A collection of RDF 

statements intrinsically represents a labelled, directed 

multi-graph. Although some solutions were proposed to 

cleanse relational database, few research are found on 

RDF data cleansing. Graph data might be transferred to 

relational data, but not all graph data contain uniform and 

enough relationship among entities. This make the 

performance of traditional approaches is not very well 

when using those approaches to cleanse graph data. 

Thus in this paper, we study the cleansing problem of 

linked data, and to solve the duplicate problem in linked 

data. The primary contributions of this article are as 

follows: 

 Propose a simple and intuitive graph model for RDF 

data, named RDF-Hierarchical Graph Model, which 

improves Bipartite Statement-Value Graph model [5].  

 Propose a simple and efficient method for graph 

comparison. To avoid the time-consuming 

comparison of graph, we introduce a new concept of 

K-radius sub graph. The K-radius sub graph is the 

‘context’ of a node. We propose a K-radius Sub graph 

Comparison method, denoted KSC, to compare the 

‘context’ between two nodes in RDF-Hierarchical 

Graph. KSC extends sub graphs of two nodes 

partiwisely. The sub graphs contain the relationship-

information of two nodes, partiwisely. KSC compares 

the two sub graphs, and calculate the similarity of 

them. Compared to other methods, KSC is more 

simple and efficient for RDF graph comparison. 

 Propose a solution for RDF data cleansing, based on 

above two. To the best of our knowledge, we are the 

first ones to study RDF data cleansing. In this solution, 

KSC, which is based on RDF-Hierarchical Graph 

Model, utilizes the attribute of RDF data and the links 

http://dblp.uni-trier.de/
http://dblp.uni-trier.de/
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among them, namely ‘context’ of a node to detect 

duplicate.  

 

The rest of the paper is organized as follows. The 

RDF-Hierarchical Graph model is defined in section 2. 

Section 3 describes the proposed method K-radius 

Subgraph comparison method. In section 4, we report the 

performance of our approach. Related work is discussed 

in section 5. Finally, we conclude this paper in section 6. 

 

2 Hierarchical Graph Model for RDF Data 

 

RDF (Resource Description Framework) which is 

proposed by WWW Consortium *  is used to describe 

metadata about information resource. RDF statement is a 

triple which is consisted of a subject, a predicate and an 

object. A set of RDF triples are RDF graph. RDF graph is 

a sort of hypergraph. In this hypergraph, the hyperedges 

represent the statements, and the hypernodes denote 

subjects, predicates and objects.  

Since hypergraph is hardly analyzed, Hayes et al. 

proposed bipartite graphs model to represent RDF data 

[5]. In a bipartite graphs model, both hyperedge and 

hypernode are represented by a node in the graph, and 

they are called hyperedge-node and hypernode-node 

respectively. Edges in bipartite graph model are used to 

connect hyperedges and their hypernodes. Then the 

hypergraph is transformed into a bipartite graph. 

According to RDF, subject and object are different from 

predicate in types. For duplicates must be of the same 

type, we distinguish the two parts in a triple by layers. 

The nodes of same types are in the same layers. Subject 

and object are set on the same layer, and predicate is on a 

different layer. We define the layer of predicate is higher. 

Then we get a new model of RDF graph, called RDF-

Hierarchical graph. We cannot find that there are subject 

of one type and object of another type in one triple. That 

is because subject and object of different types could not 

construct a statement of RDF data. Therefore, the model 

graph is Hierarchical.  

We can take a triple as a unit in RDF-Hierarchical 

graph, for RDF-Hierarchical graph is consisted of triples. 

Figure 1(a) shows a unit in a sub graph of RDF-

Hierarchical graph. Figures 1(b) (c) show different kinds 

of sub graphs in RDF-Hierarchical graph.  

A unit is also a sub graph of RDF-Hierarchical graph. 

Figure. 1(b) is consisted of two units, and (c) has three 

units. Shadowed triples in Figure. 1(d) cannot exist. 

The operations on RDF-Hierarchical graph are most 

unit-oriented. We will give some definitions of concepts 

on RDF-Hierarchical graph. Assume the target node is p , 

the target unit u , and G  is a RDF-Hierarchical graph. 

                                                           
* http://www.w3.org/ 

  
(a) (b) 

  
(c) (d) 

FIGURE 1 Sub graphs of RDF-Hierarchical graph model. 
 

Definition 1. n-distance. The n-distance is used to 

measure the distance from a unit to a node, denoted as D: 

( , )
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1
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1 2 j-1

1 2 j-1

i i i-1 1 j-1

D u p

min ({j|(u , u , ..., u )})
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where u G, u u , i=1,...,j-1,p u , u u  

p u

else

 




 


    






I I

　　　　

 

Definition 2. K-radius sub graph. The n-distance 

between any units in a sub graph to node P  is not bigger 

than k . this sub graph is the k-radius sub graph of P , 

denoted  PSGk . If  PSGu ki  , then 

   kPuD i ,max . 

In Figure 2, we give a sub graph of RDF-Hierarchical 

graph. From Figure. 2, we can get 

        1,,,, 4321  AuDAuDAuDAuD , and 

    2,, 65  AuDAuD . We also can find all distance 

from units in Figure 2 to node A is not more than 2. So 

the sub graph shown in Figure. 2 is a 2-radius sub graph 

of A .  

We also introduce some operations on graph. Assume 

 111 , EVG  and  222 , EVG  are two graph.  

Operation 1. Subtraction. This operation, denoted as 

‘-’, means to subtract the nodes and edges in another 

graph. The result is a set calculated as 

 212121 , EEVVGG  . The operation of 

subtraction is not suitable for any pairs of graphs. If 

21 VV  , 21 VV   is error. Therefore, 1V  should be larger 

than 2V . 

Operation 2. Intersection. This operation, denoted as 

‘ ’, means to intersect the nodes and edges in another 

graph. The result is  212121 , EEVVGG   . 
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Operation 3. Union. This operation, denoted as ‘ ’, 

means to unite the nodes and edges in another graph. The 

result is  212121 , EEVVGG   . 

 

3 K-Radius Sub graph Comparison 

 

Generally, in a graph, the nodes, which have smaller 

distance to a node P , have stronger relationship with P . 

These nodes restrict P , and help to disambiguate P . We 

call these constraints one node’s ‘context’. If two nodes 

are duplicates, they would have the same or similar 

‘context’s. Thus, the principle of KSC is that a node is 

disambiguated by the ‘context’s, which is presented by 

other near nodes and edges in a graph. 

The biggest difference between RDF-Hierarchical 

graph and a general graph is the operations are unit-

oriented in RDF-Hierarchical instead of node-oriented. In 

RDF-Hierarchical graph, a node is disambiguated by the 

units around it. The reason for using units instead of 

nodes is that every node has inherent neighbourhoods in 

RDF-Hierarchical graph. The nearest nodes of them are 

statement nodes, which cannot help for disambiguating. 

According to last section, K-radius sub graph contains 

most units, which the n-distance from the target node is 

not more than k . Thus, we use K-radius sub graph to 

reflect the ‘context’ around the node.  

In the following sections, we will state the method 

how to get the K-radius sub graph of one node, and the 

calculation method of similarity between K-radius sub 

graphs.  

 

3.1 K-RADIUS SUBGRAPH  

 

Here, we will describe the process of finding the K-radius 

sub graph of a node.  

From Figure 2, we can find units are not shown clearly 

in RDF-Hierarchical graph. For presenting the process of 

create K-radius sub graph intuitively, we simplify the 

graph in this subsection. In the simple RDF-Hierarchical 

graph, each unit in RDF-Hierarchical graph is considered 

as a node. If two units share the same nodes, there is an 

edge between the two units in RDF-Hierarchical graph, 

and the number of nodes two units sharing is the weight 

of the edge. As the RDF-Hierarchical graph is hierarchy, 

the simple RDF-Hierarchical graph also has hierarchy. 

The level of the target node is level 0, and all the levels 

are positive. The level of a unit equals the highest level of 

the note in it. Figure 3 is the result simply from Figure. 2. 

According to the Definition 1 and 2, the n-distance 

from units, which contain the target-node is 1. Therefore, 

these units consist of 1-radius sub graph. If k  is bigger 

than 1, the process of finding K-radius sub graph is an 

iteration of extending.  

However, if we try to extend all the nodes, which are 

within an n-distance of k  to the target node, the result k-

radius subgraph will be huge and complex. The goal of 

finding K-radius sub graph is to give some constraint to 

the target-node. Thus the units, which have stronger 

relationship with the target-node, have more worth.  

In a simple RDF-Hierarchical graph, the edge 

expresses the two units have overlap. The weight of the 

edge represents the degree of the overlap. The larger the 

weight is the more overlap two units have. More overlap 

means stronger relationship. The hierarchy of RDF-

Hierarchical graph also implies the degree of the 

relationship. The nodes in the same layer are in the same 

type in RDF-Hierarchical graph. The units in different 

layers have weaker relationship. Therefore, each time, we 

choose the lowest level of units. Then we conclude two 

properties of KSC as follows: 

Assume the target node is P , 1k , the RDF-

Hierarchical graph is G . 

 

Property 1. The set S  of candidate units is 

    GvPSGuanduvvS kii   ,,max 1 . 

Property 2. The final extending set 

   SttleveltS  ,min' , where S  is the candidate 

set getting from rule 1.  

H

J
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FIGURE 2 Sub graph of RDF-Hierarchical graph. 
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FIGURE 3 Simple RDF-Hierarchical graph. 

 

In each extending, KSC chooses the units having 

strongest relationship with the units, which are already in 

the subgraph. Therefore, in Figure 3, we will take 6u  out 

from the 2-radius sub graph of A . 
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3.2 SUB GRAPH COMPARISON  

 

In this section, we will find the K-radius subgraph of a 

node, which not only shows information of a node but 

also helps disambiguating the node. Thus, duplicates 

should have similar K-radius sub graphs. According to 

the above analysis, if the K-radius sub graphs of two 

similar nodes are similar, the two nodes have a higher 

probability to be duplicates. Here we will give the 

method of comparing two K-radius sub graphs.  

There are many connections among nodes in different 

units. These connections contain much information. 

Therefore, the comparison of sub graphs is node-oriented. 

In generally, most methods of comparing graphs are 

usually used in biology, and each edge refers to a regular 

bond. In that situation, they need only consider the 

construction of the graph without considering the values 

of nodes. That is a graph isomorphism problem. Many of 

them are complex and time-consuming. However, in 

RDF-Hierarchical graph, the values of nodes are different 

and very important for duplicate detection. Both 

construction and value should be taken into comparing of 

two K-radius sub graphs. More information is supplied 

from K-radius subgraph. It includes the nodes, the edges, 

and level of the nodes, the n-distance from nodes to the 

target node. All this information help subgraph 

comparison. Thus, a special method for calculating 

similarity between two K-radius sub graphs is needed.  

Let us analyse the contributions of different 

information implied in K-radius sub graphs. Nodes and 

edges are more important for comparing. However, not 

all the nodes in K-radius sub graphs have the same 

contributions. The nearer two nodes are the stronger 

relationship they have. So the nodes have smaller n-

distances from the target node are more important for 

identifying the target node. Therefore, the n-distance 

should be taken into calculation of similarity. The 

definition of n-distance orients units. The three value 

nodes in a unit are equal, so the nodes in a unit have the 

same n-distance as the unit has.  

According to the above analysis, we give the 

calculation of similarity between two K-radius subgraph, 

which is shown in formula (1). 

Assume two nodes are P  and Q . The K-radius sub 

graphs are  PSGk ,  QSGk , and 

    000  QSGPSG . 

    

           
ik

i

iiii

kk

QSGQSGPSGPSGSimG
k

QSGPSGSimEnv




 
1

11 ,
1

,

. (1) 

In formula (1),     PSGPSG ii 1  is a set, which 

contains the nodes with n-distances is i  and the edges 

among them. Because 1kSG  contains kSG , the subtract 

operation is valid on them. The intersection is to find the 

common nodes and edges. Along with i  increasing, the 

nodes farther from the target-node have smaller 

contributions, so the Similarity increase slowly.  

Since there are some ambiguity entities in the graph, 

it is difficult to judge that whether two other nodes in two 

sub graphs are the same one or not. How do we judge the 

two sub graphs share the node P ? In [12], they proposed 

a method, called ‘Greedy Matching’ (GM), to match the 

nodes in two graphs. This method can avoid ambiguity 

problem effectively. However, that method only 

compares two nodes, and our comparison must consider 

edges as well. Therefore, we improve the GM method. 

Assume two graphs  111 , EVG ,  222 , EVG , and a 

threshold is  . 

For any 11 Vv i  , if there is a node jv2  in 2V , and 

  ji vvSimString 21 , , the pair  ji vv 21 ,  is the 

candidate pair from 1V . All these pairs are cluster in set 

1S . As the same, we can get the candidate set 2S  of pairs 

from 2V . Then according to [12], we can get the bound 

of  21,VVSim  in formula (2): 

 
 

 
 

.
,

,

,
,

,

2121

21

21

2121

21

21

21

21

SSVV

vvSimString
VVLSimV

SSVV

vvSimString
VVUSimV

jiSS

jiSS



















 (2) 

 

If two edges are similar, they could have similar 

nodes. Therefore, if one edge in 1E  has the similar nodes 

with an edge in 2E , the two edges are similar. The 

similarity between two edges depends on the similarities 

of the nodes. For any edge   111 , Evv ji  , we find all 

candidates sets of iv1  and jv1  respectively, denoted as 

iS  and jS . Then put all the edges from iS ґ jS , which 

belongs to 2E  into a set ijE . Similar to the notes, we can 

get a bound of  21, EESim  shown in formula (3): 
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where   21
'' , SSvvUS iiii  , 

  21
'' , SSvvLS iiii  , iij USUE  ґ iUS , and 

iij LSLE  ґ iLS . 

Therefore, the bound of similarity between two sub 

graphs 1SG  and 2G  can be calculated in formula (4): 

     

     .,,,

,,,,

212121

212121

EELSimEVVLSimVGGLSimG

EEUSimEVVUSimVGGUSimG




 (4) 

We set the average value to the similarity between 

two sub graphs. The calculation is show in formula (5): 

 

     .2/,,

,

2121

21

GGLSimGGGUSimG

GGSimG


 (5) 

Combining the similarity of the nodes, the final 

similarity of two nodes is calculated in formula (6): 

 

      ,,,

,

QSGPSGSimEnvQPSimString

QPS

kk

total

 
 (6) 

where   and   are factors.  QPSimString ,  is the 

similarity of strings between P  and Q . If the similarity 

is bigger than a threshold, P  and Q  are duplicates. 

 

4 Experiment 

We do some experiments and show results to examine the 

efficiency and accuracy of the proposed approach, in this 

section. All experiments are performed on an IBM 

eServer with a 1.25GHz Power4 processor and 4GB of 

memory, running Suse Linux Enterprise 10.0. All 

approaches are implemented and tested in Java.  

 

4.1 DATASET 

 

We experimentally study the proposed approach on 

DBLP, which is a real dataset on publication. We store all 

data in DBLP in RDF triples. DBLP now lists more than 

1.2 million publications. Since there are huge amount of 

triples, it is hard to measure the results by hands. 

Therefore, we picked up 3 groups of triples from DBLP. 

Each contains 5,000 triples. We use a semiautomatic 

method to calculate the numbers of duplications. Table 1 

shows more details of the 3 groups.  

 
TABLE 1 Detail of groups  

 
Number of 

triples 

Number of 

entities 

Number of 

duplicates 

Group 1 5000 13057 73 

Group 2 5000 2978 29 

Group 3 5000 7843 57 

 

In a RDF triple, each item is considered as an entity. 

In table 1, three groups contain different numbers of 

entities, although they contain the same number of RDF 

triples. This is induced by relationships among RDF 

triples. If all triples have fewer relationships with each 

other, there are fewer triples sharing entities. As we can 

see, the maximum number of entities in each group is 

15,000 (3*5000=15000). In this situation, all the triples 

have no relationships with each other.  

The three groups we pick up for testing represent 3 

typical situations. In group 1, the number of entities is 

closed to the maximum number. The triples have fewer 

relationships with each other in this situation. In group 2, 

the number of entities is smaller than the number of 

triples. This indicates most triples share entities in this 

situation. The number of entities in group 3, is between 

the above two groups. The ratios of the number of triples 

to entities are shown in Figure 4.  

 

4.2 EXPERIMENTAL ANALYSIS  

 

The process of the proposed approach can be divided into 

three steps. The first step is to transfer the RDF triples 

into RDF-Hierarchical graph. Second, calculate the 

similarities of the data pairwisely. The similarity 

calculation has been studied in [6]. All the similarity 

calculation pairs are in the same layer. Here, we use the 

LFDW [6] to calculate similarity. If the similarity of the 

pair is higher than the threshold, the pair is a candidate. 

The candidate pairs need to be verified. The last step is to 

compare the ‘context’s between the data. The ‘context’ of 

a node is measured by the K-radius subgraph of the node. 

Then we combine the two similarities together as a total 

similarity between the two nodes. If the total similarity is 

bigger than the threshold, the two data are duplicates.  

We first pick up two pairs of nodes in RDF-

Hierarchical graph to test the similarity of K-radius sub 
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graphs. One pair has smaller similarity, and the other pair 

has bigger similarity. The details of the test data are as 

follows. 

The test pairs: pairs 1 (“Thomas Cormen”, “Charles H. 

Leiserson”), pairs 2 (“John R. Smith”, “Smith R. John”).  

    975.02;098.01  pairSimStringpairSimString  

The result shows both similarities increase along with 

𝑘 in Figure. 5. This result can be easily proved by 

formula (1). The similarity is a summation. We also find 

some interesting phenomenon in the result. Similarity of 

K-radius sub graphs in pair 1 increases slowly at the 

beginning, but quickly when 𝑘 is bigger than 4. And the 

similarity of pair 2 almost stop increasing when 𝑘 is 

bigger than 5. After comparing strings of nodes, pair1 has 

less possibility to be duplicates than pair 2. When 𝑘 is 

small, the two nodes in pair 2 share little nodes. Most 

units in sub graphs need to be extended. Along with 

increasing of K, more and more units are extended in sub 

graphs. The probability of sub graphs sharing nodes is 

higher. Meanwhile, most units of K-radius sub graphs in 

pair 2 stop extending. Small nodes are extended in the 

sub graphs. Thus, the above phenomenon happened.  

From the above test, the value of k should be smaller 

than 4 for distinguishing two kind pairs, for the different 

is smaller when k is bigger than 4. Then we will test the 

proposed approach in different Ks, and K is smaller than 

4. The results are shown in Figure 6 and Figure 7. The 

threshold is the same in different k. 

Figure 6 shows the trend of f-measure (denoted F1) 

when k increases in different groups. The trends of the f-

measure are the same in three groups. The f-measures 

increase quickly when 𝑘 is small, and slow down when 𝑘 

is bigger. The critical values are reached at different 𝑘 in 

three groups. In group 1, when 𝑘 is 1, the change of f-

measure is small. The triples in group 1 have fewer 

relationships with each other. There is few information of 

‘context’ around each entity. In this group, most 

duplicates are detected through similarity comparison 

between entity pairs. In group 3, triples share more 

entities with each other. Then more information of 

‘context’ joins to help detecting. In group 3, when 𝑘 is 2, 

f-measure reaches critical values.  

0

0.33

0.66

0.99

1.32

1.65

1.98

Group 1  Group 2  Group 3

R
at

io

 

FIGURE 4 Ratios of number of 3-tuples to entities. 
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FIGURE 5 Similarities of K-radius sub graphs in two pairs. 
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FIGURE 6 Results of detection duplicate with different k  
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FIGURE 7 Time needed in different 𝑘 

 

We compare the f-measures in the three groups. 

Group 2 is the highest, and group 1 is the lowest. This 

shows that ‘context’ is an important factor in duplicate 

detection.  

Figure 7 shows the running times in different 𝑘. In all 

groups, the running time increases when 𝑘 increases. The 

trends are similar in the three groups.  

We take group 2 as an example to describe the trend 

in detail. The time increases slowly when 𝑘 is small, 

quickly when k is bigger than 3, and slowly again when 𝑘 

is bigger than 4. When 𝑘 is small, the scales of the k-

radius sub graphs are small. The time cost in comparison 

is small. When 𝑘 increases, more and more units 

extended to the K-radius subgraph. More time are needed 

for comparing. When 𝑘 is still bigger, most units in K-
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radius sub graphs stop extending. The scales of the K-

radius sub graphs increase slowly, and then the time 

needed to compare is also increasing slowly. According 

to Figure. 6and 7, although when 𝑘 is 4, the f-measure is 

highest, more time is needed. The f-measure is litter 

higher when 𝑘 is 4 than 𝑘 is 3, but much more time is 

needed when k is 4. Thus, the optional value of K for 

group 2 is 3.  

Through similar analysis on group 1 and group 3, we 

can get the optional values of 𝑘 are 1 and 2, respectively. 

And when the ratio of triples to entities is 1/3, there are 

no triples sharing entities with each other. In this situation, 

𝑘 is equal to 0. Then Figure. 8 gives the relationship 

between the optional value of 𝑘 and the ratio of triples to 

entities. 

0

1

2

3

4

0 0.5 1 1.5 2
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FIGURE 8 Relationship between k and ratio of triples to entities. 

 

From Figure 8, we can induce a formula to calculate 𝑘 

in a dataset. We can calculate the optional value of k 

using the formula (7): 

   








othersratio

ratio
k

8.1*1.1ln

3/10
, (7) 

where 

entity

triple

Number

Number
ratio  . 

Since RDF graph could be transfer to both Entity-

relationship model and simple graph model, many 

methods for Entity-relationship model and graph model 

are also available for RDF graph. On Entity-relationship 

model, many methods are proposed for duplicate 

detecting [2, 3, 4, 9, 10] on publication data. A typical 

one is proposed by Han [3], which also consider the 

relationship among data. For graph model, Kalashnikov 

proposed a domain impendent method in [7], which 

combines the similarity and connection for identify 

entities. For few methods have been proposed for RDF 

data cleansing, we compare the proposed method KSC 

with methods which are used for Entity-relationship 

model and graph model instead. The result is shown in 

Figure 9. In Figure 9, for simplicity, we use ‘R’ to refer to 

the method for entity-relationship model, and use ‘C’ to 

refer to the method proposed by Kalashnikov in [7]. 

‘KSC’ is the proposed approach. Here the connect-path is 

the shortest and least resistance path. If two units share 

more nodes, the connection between them is stronger. 

The longer the path is, the bigger resistance two nodes 

have, the less connection they have.  

For KSC considers ‘context’s of data, the more 

‘context’s the data have, the higher f-measure KSC gets. 

Therefore, in Figure 9(a-c), KSC on Group2 gets the 

highest recall, precision and f-measure. Furthermore, 

KSC has more advantage than other methods in Group2. 
The more relationships the entities have, the more 

effective KSC is. For there may be missing some links 

when transfer RDF graph to Entity-relationship model, 

the Entity-relationship model have lowest f-measure. The 

‘context’ among data can better improve the precision 

than ‘connections’ do, as shown in the result.  

Figure 9(d) also shows the running time of the three 

methods. The proposed method ‘KSC’ cost least time. 

For the number of entities is smallest in Group2, the least 

time is cost in Group2, although many ‘context’s need 

more time to deal with. For many extra works have to do 

when consider the relationship between data in Entity-

relationship model, ‘R’ needs most time.  

To present the results intuitively, we introduce 

another measure, called efficiency, denoted EFF. The 

calculation of EFF is shown in formula (8): 

  timeduplicateNumFEFF /*1 . (8) 

EFF refers to the number of duplicates, which are 

correctly detected in a unit time. In Figure 9(e), we also 

show the EFFs of the three methods. By comparing EFFs, 

the proposed method ‘KSC’ has highest efficiency of 

duplicate detection in any situation. When there are more 

relationships among entities, the advantage of KSC is 

more outstanding. From Figure 9, we can find out that, 

the f-measure of KSC is highest, and it costs least 

running time in all groups. KSC is effective for any kind 

of dataset whether the data in it have more or less 

relationships. 

 

5 Related Works 

 

Our research solves the duplicate detection of RDF data. 

This research is related to two main studies: RDF data 

modelling and duplicate detection.  

RDF is the W3C standard model for describing 

metadata. The RDF data also has the problem of 

duplicates. RDF data do not only represent the value of 

the data, but also represent the relationships among the 

data. In [8], Klyne et al proposed a directed labelled 

graphs to represent the RDF data. A triple of RDF 

statement is a label edges. This model is easy to 

implement and represents the relationships among data 

clearly. However, if the relationships are complex, much 

information would be lost. The RDF graph is different 

from a common graph. It is a hypergraph, because there 

may have more than one edge between two nodes. 

Therefore, in [11], Morales proposed a direct hypergraph 

model. In this model, each RDF statement is a hyperedge 

in the hypergraph. This model can represent the complex 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 52-60 Li Huang 

59 
Mathematical and Computer Modelling 

 

relationships among data. However, it cannot deal with 

the scale of RDF data, and hard to more process on it. 

And in [5], Hayes proposed a bipartite graph model. This 

model transfers the hypergraph to a common bipartite 

graph. It is easy to manage and operate. 

(a) 

0.7

0.75

0.8

0.85

0.9

0.95

1

G1 G2 G3

re
ca

ll
R C KSC

 

(b) 

0.6

0.65

0.7

0.75
0.8

0.85

0.9

0.95

1

G1 G2 G3

p
re

ci
si

o
n

R C KSC

 

(c) 

0.6
0.65

0.7

0.75
0.8

0.85
0.9

0.95
1

G1 G2 G3

F
1

R C KSC

 

(d) 

20

25

30

35

40

45

50

55

G1 G2 G3

ti
m

e(
s)

R C KSC

 

(e) 

0.5

0.7

0.9

1.1

1.3

1.5

1.7

G1 G2 G3

E
F

F

R C KSC

 

FIGURE 9 Result of comparison between R, C and KSC. Here, 

‘G1’,’G2’,’G3’ refer to Group1, Group2, and Group3, respectively. 

 

Our model is improved from this model. All the 

models introduced are used for semantic retrieval, like 

similar query and related query. They do not focus on the 

duplicate detection.  

Duplicate is the main inducement of data dirty. 

Duplicate detection belongs to data cleansing. It is an 

important study in data mining. The basic method to 

detect duplicates is to compare entities. The main issue of 

compare entities is field matching [9], which could be 

achieved by recursive field matching algorithm [10], 

Smith-Waterman algorithm and R-S-W algorithm [2] etc. 

The above methods all consider the records themselves 

and omit the relationships among them. Recently, 

researchers shifted their attention to the associations 

among entities. Han et al. proposed an unsupervised 

learning approach using K-way spectral clustering that 

disambiguates authors in citations. It utilizes three kinds 

of citation attributes: co-author names, paper titles, and 

publication venue titles [3]. A general object distinction 

methodology is introduced in [13]. The approach 

combined two complementary measures for relational 

similarity: set resemblance of neighbour tuples and 

random walk probability, and then analysed subtle 

linkages effectively. Han et al. investigated two 

supervised learning approaches to disambiguate authors 

in the citations [4]. In [7], Kalashnikov proposed a 

domain-independent method. This method analysed not 

only object features but also inter-object relationships to 

improve the disambiguation quality. They used the 

shortest path algorithm to find the connect path connects 

two entities. And the path is measured by the association 

strength between the two entities. However, it is difficult 

to set the association strength between two entities 

correctly. 

 

6 Conclusion and Future Works  

 

Nowadays, links among data are increasing explosively. 

Due to variety sources of data, RDF data have duplicates. 

Duplicate may cause the inference and inquire error. 

However, studies are seldom made on this problem. Thus 

in this paper, we proposed an approach to detect the 

duplicates in RDF data.  

The proposed approach combines both similarity and 

‘context’ among RDF data to detect the duplicates. And 

considering the complexity of the associations among 

RDF data, we proposed a model for RDF, called RDF-

Hierarchical graph, which is improved from Bipartite 

Statement-Value Graphs [4]. On the model, we give a K-

radius subgraph comparison method to detect the 

‘context’ of the two similar nodes, to avoid the complex 

and high cost of graph comparison. This method explores 

the K-radius sub graphs of the two nodes, which reflect 

the ‘context’s. By comparing two K-radius sub graphs 

(KSC), we get the similarity of ‘context’s between the 

nodes. Finally, we combine the similarity and the 

‘context’ between the two nodes to decide whether they 

are duplicates or not. 

We implement the proposed method on publication 

datasets, and compare the method with the methods on 

entity-relationship model and graph model, for seldom 
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methods are proposed on RDF data. The results show that 

the proposed method improves accuracy and efficiency in 

detecting duplicates obviously. And the KSC is 

convinced to be a more simple and quick method. 

 

Acknowledgements  

 

This work was supported by the National Natural Science 

Foundation of China (Grant Nos. 61100055), The major 

projects of the National Social Science Foundation of 

China(Grant Nos.11&ZD189), Natural Science 

Foundation of Hubei Province (Grant No.500104), the 

Hubei Province Key Laboratory of Intelligent 

information processing and real-time industrial systems 

(Wuhan University of Science and Technology, Grant 

Nos. znss2013B013). 
 

References 

 
[1] Zander S, Schandl B 2012 Journal Semantic Web 3(2) 131-155 

[2] Franek L, Jiang X, He C 2014 Weighted mean of a pair of 

clusterings Pattern Analysis and Applications 17 153-166 
[3] Williams K, Giles C 2013 Near duplicate detection in an 

academic digital library Proceedings of the 2013 ACM 
symposium on Document engineering-2013 (Florence, Italy, 

September 10-13 2013) 334-43 

http://clgiles.ist.psu.edu/pubs/DOCENG2013-near-duplicate-
detection.pdf 

[4] Yuan D, Mitra P, Lee Giles C 2013 Mining and indexing graphs 
for supergraph search Proceedings of the VLDB Endowment, 

2013 6(10) 829-840  

http://www.vldb.org/pvldb/vol6.html 

[5] Gutierrez C, Hurtado C, Mendelzon A 2011 Journal of Computer 
and System Sciences 77(3) 520-41 

[6] Huang L, Jin H, Yuan P, Chu F 2008 Duplicate Records 
Cleansing with Length Filtering and Dynamic Weighting The 4th 

International Conference on Semantics, Knowledge and Grid 

2008, Dec. 3-5 2008 95-102 
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=47259

01&isnumber=4725879 
[7] Ioannou E, Nejdl W, Niederée C 2010 On-the-fly entity-aware 

query processing in the presence of linkage Proceedings of the 

VLDB 3(1) 429-38  
[8] Klyne G, Carroll J 2004 Resource description framework (RDF): 

Concepts and Abstract Syntax W3C Recommendation. World 
Wide Web  

http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/ 

February 10 2004 
[9] Minton S N, Nanjo C, Knoblock C A, Michalowski M, 

Michelson M 2005 A Heterogeneous Field Matching Method for 
Record Linkage Proceedings of the Fifth IEEE International 

Conference on Data Mining (Houston Texas USA 27-30 

November 2005) 314-21 

[10] Shvaiko P 2013 IEEE Transactions on Knowledge and Data 

Engineering 25(1) 158-76 
[11] Morales A, Serodio M 2007 A Directed Hypergraph Model for 

RDF Proceedings of Knowledge Web PhD Symposium 2007  

[12] Korn F, Saha B, Srivastava D, Ying S 2013 On Repairing 
Structural Problems In Semi-structured Data Proceedings VLDB 

6(9) 601-12 

[13] Fan X, Wang J, Pu X 2011 Journal of Data and Information 
Quality 2(2) 1242-6 

  

 

Author 
 

 

Huang Li, born 1982, Wuhan, China 
 
Current position, grades: lecturer of computer science  
University studies: PhD in computer science 
Scientific interests: Data management, Semantic web and knowledge. 
Publications : 10 
Experience: PhD in computer science. Currently, she is a lecturer of computer science 
of the School of Computer Science and Technology, WUST, Wuhan, China. Her research 
interests include data management, semantic web and knowledge 

 

http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/


 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 61-70 Gongfa Li, Jia Liu,Guozhang Jiang, Jianyi Kong , Liangxi Xie et al 

61 
Mathematical and Computer Modelling 

 

Numerical simulation of flow, temperature and phase fields in 
U71Mn rail-head quenching process 

Li Gongfa*, Liu Jia, Jiang Guozhang, Kong Jianyi, Xie Liangxi, Xiao 
Wentao, Zhang Yikun, Cheng Fuwei  

College of Machinery and Automation，Wuhan University of Science and Technology, 430081, China 

Received 1 January 2014, www.tsi.lv 

Abstract 

With the sustainable and fast development of Chinese economy, the volume of railway freight was increasing, and which promoted 

the train load and speed continue improving, in order to meet the needs of high speed and over loading trains’ running, heavy and 

seamless steel rail has increasingly widely used Heat-treatment was emphasized for its important role to qualify the products of 

heavy rail. And air-cooling quenching was one of the widely used heating process methods. Air-jet is a very vital instrument in 

quenching by air-cooling. At present, the international community has been widely used air-cooled quenching, most quenching 

production lines of domestic converted into wind cold quenching line. It is necessary to simulate the inner and outer flow-field of air-

jet. In this paper, by means of computational fluid dynamics soft system Fluent to establish the geometric model of heavy rail, 

analysis the distribution of the internal and external flow field about air-jet centre cross section and the three sections were in parallel 

with it. Then through setting surface heat transfer coefficient of air-cooling, numerical simulation of temperature field in the cooling 

process of heavy rail. Finally, the phase changing temperature of steel U71Mn was got based on its CCT curves. With the cooling 

curves of several key points, the cooling rate at phase transition point was calculated. By comparing with every microstructure’s 

critical cooling rate, the final cooling microstructure was predicted. Relative tests showed that the prediction was reasonable. It is 

significantly valuable for parameters’ selection in heavy rail’s technical operation. 

Keywords: temperature field, flow field, phase field, air-cooling, heavy rail. 
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1 Introduction 

 

As economy of our country was developing at a high 

speed, the railway transport was required to develop 

deeply. The use of heavy rail can meet the demand of 

large amount of load; therefore, heat-treatment of rail end 

was becoming more and more emphasized. Quench 

cooling type was one of the most important treatments in 

heavy rail heat-treatments, and it was also a major factor 

influencing quenching quality. The type of atomize-cool 

and air-cool are widely used in the world now. Because 

atomize-cool quench treatment was strictly required in 

controlling and sensitive to rail surface state, there was 

sometimes something wrong with the quality. While the 

velocity of air-cool treatment waves little, what’s more, 

air-cool treatment was not sensitive to rail surface state, 

influenced little by artificial factor that ensure the quality 

of quench. The experts and scholars of domestic and 

foreign made many studies on quenching process. 

Australia's I. Elkatatny [1] by the method of 

computational fluid mechanics, using the software of H13 

mold temperature of high pressure gas field simulation, 

the results obtained and the experimental results are 

analysed, and obtained the certain research results. The 

United States of America Z. Li [2] using response surface 

method, surface during high-pressure gas quenching heat 

transfer coefficient are obtained through calculation, and 

then for the properties of materials after high pressure gas 

quenching are analysed. Computational fluid dynamics 

method of gas quenching process of work piece was 

simulated, and the establishment of the three-dimensional 

unsteady model of vacuum high-pressure gas quenching 

furnace on the platform of FLUENT [3], the distribution 

of flow field and temperature field of work piece in 

furnace simulation, effects of cylindrical work piece 

during quenching gas type, gas pressure and speed to the 

cooling rate was simulated, and the simulation of 

quenching process [4], provides a theoretical basis for the 

optimization of gas quenching technology. Using the 

finite difference principle and experimental study of a 

detailed analysis of the nonlinear heat conduction 

problem in high pressure gas quenching steel [5-6], and 

then studied the synthetic surface heat transfer coefficient 

of the relevant issues, and consider the influence on the 

results of the phase transition. This paper was that by 

means of computational fluid dynamics soft system 

Fluent to establish the geometric model of heavy rail, 

simulated the distribution of the flow field, temperature 

field respectively on the rail air-cooled quenching, and 
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made predict of the rail's structure, which make scientific 

guidance in the actual production for the rail. 

 

2 The establishment of numerical model 

 

Air-jet device was a symmetric structure, as shown in 

Figure 1. 5 Air inlets with 10mm diameter, the diameter 

of inner hole was 0.5mm, distance was 3mm between two 

adjacent holes.  

 

FIGURE 1 Configuration of the model 

 

Use the Gambit that the pre-processing software of 

Fluent to create model. Because the model was a 

structure of the axial symmetry, in modelling only took 

1/4 model to research. As shown in Figure 1, the lower 

model of air-jet was heavy rail, the heavy rail was 

surrounded by external flow-field, air inlet took one circle 

and one quarter, the air outlet was three walls. Take the 

an unstructured tetrahedral to mesh generation, the grid 

number was 2,070,000, because the diameter of small 

hole was too litter, the area which close to the porous 

panel will be block processing, in order to reduce the grid 

number. The wall condition of the nozzle entrance was 

pressure entrance, the values was pressure of gas supply, 

took 0.4 MPa  in calculate, entrance temperature was 

320 K , the export interface was pressure outlet, the 

pressure value was zero, and the temperature was K320 ; 

the interface of heavy rail and the flow field with the wall 

type, which use the way of convection, the heat transfer 

coefficient was )/(780 2 KmW  . The reference pressure 

was Pa101325 , temperature was K320 . The researched 

model of this paper was 3D model, selected pressure 

solver, used the steady-state solver to calculate fluid, used 

the unsteady solver to calculate the temperature field, 

turbulence model took the standard k-ε turbulence model. 

Considering the calculation of temperature field relates to 

surface heat transfer, so the flow of gas to the ideal gas. 

U71Mn steel material density was )/(7800 3mkg , which 

Thermal conductivity of steel and the mean specific heat 

at constant pressure were set in the material properties 

with linear way respectively, the coefficient as shown in 

Table 2 and Table 1, the surface heat transfer coefficient 

of air-cooling was )/(780 2 KmW  , and set the initial 

temperature of solid materials was C900  [7]. 

Thermal conductivity of U71Mn with the change of 

temperature was shown in Table 1. 

 
TABLE 1Thermal conductivity of U71Mn  

)( CT   100 200 300 400 500 

))/(( KmW   40.24 37.68 35.08 32.94 30.84 

)( CT   600 700 7752 800 900 

))/(( KmW   28.86 26 28.59 26.19 24.88 

 

Mean specific heat at constant pressure
PC , the unit is 

 CkgJ / . Mean specific heat at constant pressure of 

U71Mn steel as shown in Table 2. 

 
TABLE 2 Mean specific heat at constant pressure of  the U71Mn 

( )T C  100 200 300 400 500 

))/(( CkgJC
P

  478 487 505 533 579 

( )T C  600 700 752 800 900 

))/(( CkgJC
P

  650 772 1037 760 623 

 

When solved the surface heat transfer coefficient of 

gas cooling, usually use the temperature data of work-

piece that measured by experiment, and then through the 

finite volume difference method，nonlinear estimation 

method to solve. The nonlinear relationship between the 

surface heat transfer coefficient and surface temperature 

is shown in figure 2. The heat transfer coefficient was in 

the range of  KmW 2/1500~200 . The coefficient in 

C720~270  range is basically unchanged. A heat 

convection transfer was the main way in air-cooled [8]. 
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FIGURE 2 Surface heat transfer coefficient of air-cooling 

 

As can be seen from Figure 2, for temperature from 

C300  to C750 , a heat transfer coefficient was basically 

stable at around  KmW 2/800 . So in this temperature 

range, select  KmW 2/800  for heat transfer coefficient, 

while at C810~760  temperature, heat transfer 

coefficient as a curve, selected of 4 key points numerical 

in the curve, in turn (745,800), (760,750), (800,500), 

(810,450), then, took four coordinates into the MATLAB 

use the method of least squares  to calculate the 

expression of the curve. This expression was as follows: 

57050522018.20012.0 23  xxxy , (1) 

and, as far as data of blow C300 , the software does not 

involve the calculation till the temperature C300 , 

therefore not be considered. The heat transfer coefficient 

remains numerical value at C810  for the C900~810  

just took  KmW 2/450 , which the heat transfer 

coefficient data only test to C810  in experiment. 

Therefore, the expressions of heat transfer coefficient 

changed to this: 























900810,450

810745,57050522018.20012.0

745300,800
23

xy

xxxxy

xy
. (2) 

3 The simulation analysis and results of flow field 

 

The inner and outer flow field distribution at cross 

section Z=0 of the model and the streamlines distribution 

of flow field, as shown in Figures 3 and 4. 

 

FIGURE 3 Flow field of Z=0 section 

 

FIGURE 4 Streamlines pattern of Z=0 section 

 

From Figures 3 and 4 can be seen，that the upper 

wind speed of air jet nozzle is higher，the wind speed of 

the holes of horizontal porous panel was much higher 

than it of the vertical porous panel，the speed of rail web 

was higher ， flow field around heavy rail head was 

distributed uniformity. 

Inner flow field and streamline pattern of X=0 section 

of air jet nozzle are shown in Fig.5 and Fig.6: 

 

 

FIGURE 5 Inner flow field of X=0 section of air jet nozzle 
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FIGURE 6 Inner streamlines pattern of X=0 section of air jet nozzle 

 

As shown in Figures 5 and 6, when the high speed air 

from air inlet enters the porous plate, because the small 

size of the hole, most of the airflow through holes cannot 

flow out, but by the panel barrier to the surrounding flow, 

causing air flow rates of holes from the section centre 

20mm significantly reduced. 

The contents of the above, have studied the flow field 

of the centre section for a more comprehensive 

understanding of the flow of information, it was 

necessary for comparative study on flow field of each 

section parallel to the centre section. The following 

selects three sections parallel to cross section (z=0) to 

analysis. 

The flow field of sections from the centre plane are as 

follows: 10mm, 20mm, 30mm.  

 

FIGURE 7 The flow field about sections of z=10mm 

 

FIGURE 8 Streamlines pattern of Z=10mm 

 

 

FIGURE 9 The flow field about sections of z=20mm 
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FIGURE 10 Streamlines pattern of Z=20mm 

 

 

FIGURE 11 The flow field about sections of z=30mm 

 

FIGURE 12 Streamlines pattern of Z=30mm 

 

Figures 7-12 show, that the airflow become very 

irregular (because of the 5air inlet position). There are 

also differences in each cross section and longitudinal 

section of the flow field. Generally speaking, a flow rate 

near the area of air inlet was high, away from the area of 

the air inlet was low. Especially the flow rate of the two 

sharp corners area of air jet nozzle was very low. There 

are some rules in general about flow field near the region 

outside the air jet nozzle. An airflow from the porous 

plate in the horizontal direction directly flows to the 

surface of heavy rail airflow from the porous plate in the 

vertical direction flows to the area between the mandible 

and the maxilla of heavy rail in certain inclination. Then 

ten it flows to the rail web of heavy rail, and finally - into 

the rail foot [9]. 

 

4 The simulation analysis and results of temperature 

field 

 

The Figure 13 of temperature field about heavy rail was 

shown on the air-cooled 50s moment. 
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FIGURE 13 Temperature figure for heavy rail on air-cooled 50s 

moment 

 

The following rules can be drawn: the part of highest 

temperature was located in the central of the rail head, 

temperature approach to 890 K  that was C617 . The 

temperature of rail head decreases gradually from outside 

to inside, and the lowest temperature was 540 K , namely 

C267 ; At the part of rail waist, the temperature reduces 

gradually from top to bottom, and the top temperature 

was 500 K , the equivalent of C227 ; The foot part, the 

temperature was basically 300 K , temperature of C27 . 

The cooling rate of some key points of heavy rail end 

was analysed for statistics [10], and these key points 

should be selected according Figure 14, setting greater 

distance than 10mm between two points on the tread 

surface and greater distance than 6mm between two 

points in the part of the maxilla. The selected points are 

marked in figure. 

 

1
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FIGURE 14 Hardening layer of rail end section and node locations 

 

 

FIGURE 15 Temperature curve of hardened layer as time 

 

The surface temperature distribution of the whole rail 

accords with the test results relevant temperature field. 

 

5 The microstructure field prediction 

 

Pearlite was formed by the community of ferrite and 

cementite from the eutectoid transformation of austenite. 

The morphology of pearlite was the layered composite 

material through the lamellae overlapping of ferrite slices 

and cementite slices, also called as lamellar pearlite. The 

process of air-cooling was in order to get the pearlite to 

enhance the comprehensive performance of heavy rail-

head. The pearlite can be obtained as long as the hot 

heavy rail of formed austenite cools according to a certain 

cooling rate. The most appropriate cooling rate can not 

only obtain desired tissues, but also can make the internal 

stress to the minimum. Quench method of air-cooling can 

satisfy this condition [11]. 

Steel has three main critical cooling rates at the phase 

transition point: 

1) The critical quench cooling rate of martensite 
k

v  

hCo / : if the cooling speed was higher than kv , the 

quenching steel will become the marten site; 

2) The critical quench cooling rate of bainite 
3

 : if the 

cooling speed was higher than 3 , the quenching 

steel will become the bainite; 

3) The critical annealing cooling rate of ferrite - 

pearlite 
1

 : if the cooling speed was less than 
1

 , 

the steel will become into ferrite and pearlite. 
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FIGURE 16 Austenite Isothermal Transformation Curve (C curve) 

 

Studying on classification of more than 600 CCT curves was summarized by P Maynie r later on in the industry, the 

calculation of critical cooling rate equations was summed up:  

 

Ak PMoCrNiMnC  00183.066.05.054.005.162.4(81.9lg  (3) 

 

A
PMoCrNiMnC  0032.058.157.07.007.18.3(17.10lg

3
  (4) 

 

A
PMoMoCrNiMnC  0019.00.238.027.078.049.043.0(36.6lg

1
  (5) 

 

 

Among them: Mn , Ni , Cr - the mass fraction of 

various alloy elements in steel body, unit 1%, AP -- 

austenitising condition, unit hC /
, numerical calculation 

was as follows [12]: 

to

t

H

nR

T
P

A

A
lg

1


  (6) 

The critical cooling rate of the tissues was calculated, 

as shown in table 3. 
 

TABLE 3 The critical cooling rate of various tissues of steel 

3lgv  
1lg v  )/(3 sCv   )/(1 sCv   

5.03 5.74 29.85 7.16 

 

The temperature falling curve of eight nodes was 

shown in the Figure 17. 

 

FIGURE 17 Temperature curve of hardened layer as time 

 

According to the analysis of transition curve, phase 

change cooling process of the U71Mn in the beginning of 

the temperature was about C700 , therefore, the three 

spline interpolation method was adopted to fit the points 

in C700  continuous cooling curves with MATLAB 

software [13]. Because the temperature unit uses the 

Kelvin temperature in this software, so the phase 

transformation starting temperature was K973  and the 
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curve equations of following points are obtained in the 

vicinity of the K973 : 

Node 1: 9786.66.2 23  xxxT  

Node 2: 9932.52.1 23  xxxT  

Node 3: 9874.104.1 23  xxxT  

Node 4: 9798.52.47.0 23  xxxT  

Node 5: 9948.111.0 2  xxT  

Node 6: 9815.53.38.1 23  xxxT  

Node 7: 994108.01.0 23  xxxT  

Node 8: 10049.61.46.0 23  xxxT  

Based on the equation above followed by the time 

derivative in turn, equation of each node in the cooling 

rate of C700  can be obtained as following: 

Node 1: 6.62.53 2  xxv  

Node 2: 2.54.23 2  xxv  

Node 3: 6.108.23 2  xxv  

Node 4: 8.54.81.2 2  xxv  

Node 5: 8.112.0  xv  

Node 6: 5.56.64.2 2  xxv  

Node 7: 106.13.0 2  xxv  

Node 8: 9.62.88.1 2  xxv  

According to the method of three spline interpolation, 

setting x=0, the cooling speed of each node in the C700  

moment can be obtained. 

 

TABLE 4 Nodes at C700  require the time and cooling rate 

Node The time of reach C700  The cooling rate sC /  

1 15 6.6 

2 38 5.2 

3 9 10.6 

4 30 5.8 

5 8 11.8 

6 25 5.5 

7 8 10 

8 10 6.9 

 

According to the prediction of the quenching process 

model in section 4, compared the cooling rate of each 

node at C700  in table 4 with the critical cooling rate of 

each node in the table 1, quenching microstructure of 

each node can be predicted: for the cooling rate of region 

lower than sC /16.7  , where nodes 1, 2, 4, 6, 8 lie, it was 

predicted that the quenching microstructure of these areas 

was fully pearlite; for the cooling rate of region between 

sC /16.7   and sC /85.29  , where nodes 3, 5, 7 lie, it was 

predicted that the quenching microstructure of these areas 

was not fully pearlite, containing a small amount of 

ferrite in tissue. 

 

 

 

 

 

6 Conclusions 

 

In this paper, with using the Fluent software built the 

model of heavy rail in air-cooled quenching process, to 

simulate the inner and external flow field of air-jet, 

obtained the rule of flow field of external of air-jet, and 

then through setting the surface heat transfer coefficient 

of air-cooled, obtain the temperature field distribution of 

heavy rail in air-cooled quenching of 50s. That’s 

provided certain reference value for the adjustment of 

parameters, which the influence of air-jet cooling. Finally, 

according to the CCT curves and empirical formulae, to 

gather statistics of the cooling rate of key nodes in 

hardened layer, the cooling curves were fitted with 

MATLAB software, and then the cooling rate at C700  

was obtained by derivation and compared with critical 

speed of the quenching structure, then forecasted the final 

quenching structure. According to the related 

experimental results show that it was accurate prediction. 

The whole simulation results were accurate. Through this 

method to study the dimension of parameters about air-jet 

and predict the quenching structure, which it was better 

way to guide the process improvement in the production 

[14]. 
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Abstract 

In this paper, we present an effective algorithm based on the Oriented Bounding Box (OBB). Particularly, the article focus on how to 

reduce the amount of the time that the intersection of bounding boxes are detected for increasing the efficiency of collision detection 

algorithm through the following three steps. Firstly, the detection time of bounding box intersection is decreased by a pre-treatment 

method. Secondly, we optimize the traversal approach of the bounding box tree and reduce the depth of the two fork tree under take 

into account the temporal and spatial correlation of motion of virtual environment. Then, we reduce the breadth of tree result from 

this algorithm compares the distance between the bounding boxes and traverse the node of distance that near the tree. At last, the 
validity of the algorithm is verified by programming simulations. 

Keywords: Collision detection; Oriented bounding box (OBB); Spatio-temporal correlation; Bounding volume hierarchy 
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1 Introduction 

 

Collision detection is one of the most important 

geometric queries, with diverse engineering applications 

in areas such as robotics, computer graphics, animation, 

computer games, virtual reality and simulation. The most 

simple collision detection algorithm, which is the most 

primitive, is a brute force method, which conduct 

intersection test among all basic geometric elements of 

two geometric models. With the complexity of the model 

increasing, although this method can get the correct 

results, the time complexity of the brute force method to 

O (N2) is intolerable. In recent years, domestic and 

foreign researchers have carried out extensive and in-

depth study on the collision detection, which is already 

mature and widely used in space decomposition and 

hierarchical bounding box. The space decomposition 

method is the virtual space. It is divided into equal 

volume of small units, only to test the geometric objects 

occupying at the same unit and adjacent cell test. Typical 

examples are the uniform grid, k-d tree, octree, BSP tree. 

The space decomposition method is usually applied to the 

collision environment where geometry objects are sparse. 

Hierarchical bounding box method is a widely used 

method in collision detection. In order to nearly 

completely to obtain the object's geometry characteristic, 

the basic idea is to use slightly larger simple bounding 

box whose geometric feature volume approximation to 

describe the complex geometric objects, via a hierarchical 

tree to approach the geometric model. So only, the parts 

of bounding box overlap need further test.  

There are some typical methods; such as AABB 

oriented bounding box [1], sphere [2], OBB and k-DOPs 

[3]. The OBB bounding box was widely used, for the 

advantages of OBB that whose compact package and 

updating required only a simple shift operation. This 

paper mainly researched about the OBB bounding box, 

and put forward some improvement methods. In recent 

years, researching of OBB based on bounding box mainly 

summarized as follows. 

With the development of computer graphics, to solve 

the problem of collision detection is widely used by the 

parallel GPU technology [4-6, 16]. In addition, Zhang X 

[17] uses graphics hardware technology for the collision 

detection algorithms. These methods seem to pose an 

interesting alternative to object – space methods. 

However, discretization errors can cause such algorithms 

report an incorrect subset of all collisions. Each bounding 

box method has their pros and cons, taking the 

advantages and disadvantages of the bounding box, 

which can foster strengths and avoid weaknesses. For 

example Rui Huang [7], Chaoqiang Tu [8] combine 

AABB and OBB bounding box, achieve good results. 

Jung-Woo Chang [9] and Qian-Ru Xie [10] combine with 

OBB and spherical bounding box. In addition, OBB 

collision detection includes triangle intersection problem. 

To improve the detection of triangle intersection will also 

accelerate the speed of algorithm. To speed up the 

algorithm, Jung-Woo Chang [11] takes the problem of 

triangle intersection as the main research object. There 

are also some scholars applying the genetic algorithm to 

the field of collision detection, such as PSO algorithm, to 

accelerate OBB collision detection [12, 13]. Ying-Mei W 

[14] first takes advantage of the temporal correlation to 

the field of collision detection. Then some people such as 

Guo Lingyun [15] use space-time correlation to 
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accelerate the Collision detection of multiple moving 

objects, and have achieved certain results. 

Collision detection algorithm based on bounding box 

is an important algorithm of collision detection. This 

paper focuses on the study of the flow of OBB bounding 

box algorithm, analyse how to improve the OBB 

bounding box algorithm, and takes advantage of temporal 

and spatial correlation to improve the OBB algorithm, 

and at last use experiment to verify. 

 

2 Improving algorithm based on OBB hierarchical 

bounding box 

 

Oriented bounding box is first used in 1996 to achieve the 

"RAPID" system by Gottschalk. It was first applied in ray 

tracing, and can be closely attached around the closed 

object. Collision detection based on OBB bounding box 

is one of the few and fast detection system. 

 

2.1 OBB BOUNDING BOX ALGORITHM FLOW 

CHART 

 

The bounding box surrounding objects method calculate 

bounding volume before the test based on geometric 

primitives, which will effectively improve the test 

performance. However, the test process is simplified; the 

number of tests did not change between the two and two 

groups. At the same time, the test results remain 

asymptotic time complexity of the original. Bounding 

box technology only adjusts the test process in a constant 

level. Hierarchical bounding box technology was 

integrated into a tree structure. In this way, the time 

complexity can be reduced to log level [18, 19]. 

The algorithm based on the flow diagram of the OBB 

hierarchical bounding box tree is shown in Figure1. 

 

FIGURE 1 Program flow char of OBB collision detection 

Take it as the pre-processing phase of collision 

detection that calculating the OBB bounding box and 

creating a hierarchical bounding box tree. Take the 

process of detecting collision as the phase of collision 

detection. The key of OBB calculation is to find the 

optimal direction, determine the minimum size of 

bounding box enclosing the object in the right direction. 

Establish hierarchical bounding tree is to establish a 

hierarchical of collision detection. Usually the two binary 

tree traversal method was used to product oriented 

bounding box trees. 

 

2.2 COLLISION TESTING USING HIERARCHY   

TRAVERSAL 

 

Given the environment hierarchy, bounding volume tree 

E, and the flying hierarchy, bounding volume tree F (after 

tumbling), we must traverse the two trees efficiently to 

determine if any part of the flying object collides with 

some part of the environment. The algorithm is outlined 

in Algorithm 1. It consists of a recursive call to 

TraverseTrees (vF, vE), where vF is the current node of 

the flying hierarchy and vE is the current node of the 

environment hierarchy. Initially, we set vF and vE to be 

the root nodes of the hierarchies.  

At a general stage of the traversal algorithm, we test 

for overlap between the bounding volume b(vF) and the 

bounding volume b(vE). If they are disjoint, then we 

are done with this so as to call to the function. 

Otherwise, if vE is not a leaf, we step down one level in 

the environment hierarchy, recursively calling 

TraverseTrees(vF,vE) for each of the children ve of vE. 

If vE is a leaf, then we check if vF is a leaf: if it is, we 

do triangle-triangle intersection tests between each 

triangle of vE and each triangle of vF; otherwise, we 

step down one level in the flying hierarchy, recursively 

calling TraverseTrees(vf,vE) for each of the children vf 

of vF . 
Algorithm TraverseTrees(vF,vE):  
Input: A node vF of the flying hierarchy, a node vE of 

the environment hierarchy  
(1) if b(vF)∩b(vE) ≠ɸ then 
(2)   if vE is a leaf then 
(3)      if vF is a leaf then 
(4)    check test triangles tE and tF for intersection 
(5) for each child vf of vF 
(6)  TraverseTrees(vf,vEE) 
(7) else 
(8) for each child ve of vE 
(9)  TraverseTrees(vF,ve) 
(10) return 

We can see that, there are bounding box intersection 

tests and triangle intersection tests in the process of 

traversing the OBB bounding box tree. The bounding box 

intersection test is based on the separation axis theory. If 

an OBB has a separating axis, you can determine which 

of the two OBB are not overlapped. For a pair of OBB, 

there are 15 tests to be separated (3 surfaces of each OBB 

plus the 3 sides of the two OBB combinations). Finding 

such, a separating axis can judge that OBB is not 

overlapped. If the OBB overlap, it required a 15 test. 

During the process of OBB bounding box tree traversal, 
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large numbers of intersection tests based on bounding 

box are need. The basic triangle intersection test was 

conducted when the cycle into the leaf node. Through the 

analysis of the OBB hierarchy bounding box algorithm, 

there are large number of bounding boxes in hierarchical 

tree. If you can reduce the OBB bounding box test 

number, the efficiency of the algorithm will improve. The 

improved algorithm is proposed based on the following. 

 

2.3 PRETREATMENT WITH BOUNDING BOX  

INTERSECTION TEST 

 

Intersection test bounding box need 15 times comparison 

operations, 60 times addition and subtraction, 81 times 

multiplication and 24 times the absolute value operation. 

So add a pre-processing method of two OBB bounding 

boxes of intersection. OBB bounding box technology can 

well wrap the object according to the shape, compared 

with other bounding box. However, from another side, 

the storage of OBB bounding box is large than others, the 

complexity of the bounding box intersection test is the 

highest. 
The sphere bounding box is another bounding box 

technology, it can effectively compensate for the 
shortcomings of OBB bounding box. Although the sphere 
bounding box tightness is relatively low, the structure of 
sphere bounding box storage structure is less, the 
intersection test is fast, and updating the sphere bounding 
box is not influenced by the rotation transformation, the 
sphere bounding box is often used for collision detection. 
For the advantage of sphere bounding box intersection 
test, the OBB bounding box based on the ball, using a 
rough prediction bounding box intersection test of the 
ball, which can avoid complicated calculation of 
bounding box intersection test, can improve the 
efficiency of the algorithm. Specific ideas are as follows: 

Take bounding box centre point as the centre; get the 
ball radius (r1, r2) through the calculation between the 
farthest vertex and centre distance. Similarly take the 
shortest distance of the bounding box centre as the radius, 
take the centre as the centre, and draw a ball (rmin1, 
rmin2). When the distance between the two bounding box 
(re) is greater than the distance between spheres, 
bounding box does not intersect. When the bounding box 
is less than the distance between the balls, the distance 
between the bounding boxes will intersect. When the 
distance between the bounding boxes is located between 
the two, use the method of separating axis. Algorithm of 
two-dimensional diagram is shown in Figure 2, in which 
two rectangles represent two bounding box, embedded 
and wrapped in rectangular representing the big ball and 
small ball. 

 

FIGURE 2 2D sketch map of two OBB bounding box position 

 

The main algorithm using spherical bounding box is 

shown as follows: 

If (re<rmin1+rmin2) / / when the bounding box is less 

than the distance between the balls, return bounding 

boxes intersect. 

{return 0.} 

Else if (re>r1+r2) / / when the bounding box is greater 

than the distance between the balls, return the bounding 

boxes do not intersect 

{return 1;} 

else / / or call the algorithm of separation axis 

intersection test  

{return obb_disjoint (R, T, b1->d, D);} 

 

The formula of calculating of the two bounding box 

distance re is shown in Equation (1). Because the 

bounding box is in different coordinate system, the two 

bounding box should be converted into the same 

coordinate system. In order to ensure the correctness and 

robustness of the algorithm, add some fill factor in the 

calculation of re for the reason of the algorithm 

computing the square root. 

      
222

212121 zzyyxxre  (1) 

The point (x1,y1,z1) and (x2,y2,z2) were pointed to 

the origin of coordinate of the two balls into the same 

coordinates.   makes up the factor. 

The formula of converting origin of two spherical 

coordinates to a coordinate is shown in Equation (2). 

       112122 PTRP    (2) 

The  2P  is called the second bounding box origin 

coordinates.  12 R  and  12 T  point to the rotation and 

translation matrix from the first coordinate to second 

coordinate system respectively.  1P  represents the point 

that the second coordinate system  2P  point conversing 

to the first point in the coordinate system. 
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2.4 BY SELECTING THE NEAREST NODE 

TRAVERSAL,REDUCE THE WIDTH OF TREE 

TRAVERSAL STRATEGY 

 

As is mentioned before, in the process of bounding box 

traversal, we stop traverse depth bounding box tree when 

a node is disjoint. If join optimization traversal strategy in 

the process of traversing bounding box tree, so as to 

traversal the bounding box tree in accordance with the 

most likely path of collision, which can accelerate the 

traversal speed. 

Based on the thought above, add priority traversal 

conditions in the process of searching in the bounding 

box. Comparable of distance of centre before the 

traversal, traverse according to distance from the 

principle of the priority. 

In the process of traversing bounding box tree, 

calculate the distance between the bounding boxes, first 

traverse bounding boxes in accordance with the short 

distance. If the short distance of the bounding box does 

not intersect, it is not necessary for a long distance. If the 

short distances of the bounding box intersect, showing 

two objects collision, reducing the detection of collision 

time. If it is necessary to calculate the numbers of triangle 

bounding box, which are intersect, it will need to traverse 

the far distance bounding box, traverse the process 

according to the principle of distance priority. 

As shown in Figure 3, when traversing, not to join the 

first traversal strategy, until traversing the node disjoint, 

the tree will proceed as follows in accordance with each 

branch. Join the distance priority traversal, the bounding 

boxes of short distance, which does not intersect, then 

stop traversal. That is to reduce the width of tree, as 

shown on the right. When the depth of the tree increases 

to a certain extent, it will improve the efficiency of the 

algorithm. 

 

  

FIGURE 3 Traverse according to the distance priority strategy 
 

2.5 STRATEGIES USING THE SPATIAL-

TEMPORAL CORRELATION REDUCING TREE 

DEPTH TO ACCELERATE THE TRAVERSAL 

 

From the above analysis, the key to improve the 

efficiency of the algorithm is to reduce the number of 

bounding box intersection test. The objects in the virtual 

environment motion continuously, dense temporal 

sampling point makes the change of object location and 

status in a period of time very small. This feature is called 

Spatial-temporal correlation. Time correlation object 

leads to spatial correlation. If object collision does not 

occur in the last time, it is not likely collide in the current 

time. If two objects collide at a last point time, it is also 

likely to collide in the current point time. According to 

this characteristic, in order to improve the efficiency of 

the algorithm, use the spatial-temporal correlation 

traversal tracking strategy, and determine the traversal 

path at the present time by tracking tree traversal process 

the active object point in the environment object. 

 

2.6 STRATEGIES USING THE SPATIAL-

TEMPORAL CORRELATION REDUCING TREE 

DEPTH TO ACCELERATE THE TRAVERSAL 

 

From the above analysis, the key to improve the 

efficiency of the algorithm is to reduce the number of 

bounding box intersection test. The objects in the virtual 

environment motion continuously, dense temporal 

sampling point makes the change of object location and 

status in a period of time very small. This feature is called 

Spatial-temporal correlation. Time correlation object 

leads to spatial correlation. If object collision does not 

occur in the last time, it is not likely collide in the current 

time. If two objects collide at a last point time, it is also 

likely to collide in the current point time. According to 

this characteristic, in order to improve the efficiency of 

the algorithm, use the spatial-temporal correlation 

traversal tracking strategy, and determine the traversal 

path at the present time by tracking tree traversal process 

the active object point in the environment object. 

As shown in Figure 4, the root node is set to the initial 

node. Traverse the bounding box tree node, which is 

disjoint and record this node in the first time. Then 

traverse again from the node disjoint. To reduce the depth 

of bounding box tree, and decreases the number of 

bounding box intersection test, improve the efficiency of 

the algorithm. The correctness of the algorithm is secure, 

because from the root node to the tree node is surrounded 

by only a tag node, and all nodes labelled as complete, 

the intersection is empty. 

 

FIGURE 4 Schematic diagram of traversing bounding box tree by the 

tracking tables (green nodes were labelled nodes) 

 

There are three types of labelled nodes, internal 

disjoint node, disjoint leaf nodes and leaf nodes of 

intersection. In the worst case, mark the node to all the 

leaves when the environment object and object are likely 

to occur coincide. 
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Traversal using temporal correlation, algorithm is as 

follows: 

Let vT be the first marker node of tracking table, vF 

as the active object root node. 

1) If the vT is not empty, then judge the bounding 

box vF and vT and judge whether intersect. If it 

intersects into 2), else enter the 5). 

2) If the bounding box intersects, judging whether 

the vT is a leaf node. If it is a leaf node, then enter 

the 3) judgment. Or into the 4). 

3) If it is a leaf node, then traverse the corresponding 

bounding box tree.  

4) If not a leaf node, the node is deleted, down and 

update. For each sub of vT nodes to determine 

whether an internal node with vF which is disjoint 

intersect. At the current time if intersecting, insert 

this node from tracking table, and mark the new 

node. 

5)  Achieve vN as the next node from tracking table, 

determine vN and vT as the brother nodes. If it is 

the brother node, judge whether the bounding box 

of vN and vF intersect. 

6) If the bounding box is disjoint from the track, and 

delete the vT and vN, insert the parent node into 

the current position. 

7) vT points to the next node traversal, until 

complete tracking table. 

The principle of updating the trace table is that, if an 

internal node in the trace table joins in the last moment 

and disjoint in the present moment with the root node, 

delete this node from the tracking tables, and add the 

node tree as a marker of node traversal. If the table has 

two brothers for nodes in the current situation and the 

root node disjoint, then delete the brother node from the 

table, with the parent nodes for replaced. 

Below is the example of using of a tracking list 

traversal, using depth first traversal search. Two fork tree 

representation environment object bounding box tree. 

There are 8 leaf nodes in the graph (E7~E14), assuming 

that each leaf node contains only one basic geometric 

elements, E is the root node. The FIGUREURE below 

illustrates the case of collision sampling point when 

active object after environmental object at four 

consecutive time. Solid nodes represent moving object 

tracking in the table’s contents at all-time sampling point, 

called marked node. It describes the traversal process 

where the root node of active object in environment 

object bounding box tree. 

At ti time (see Figure 5), arriving at the internal nodes 

of E1, E5, E6 find that detect bounding boxes are 

disjoint. Therefore, there is no need to continue the 

search. The node disjoint recorded as mark point. 

 
 

FIGURE 5 Searching result when time= ti, trace table= (E1,E5,E6) 
 

At time 1it  (see Figure 6), if you do not use the 

tracking list traversal strategy, traversal path is 

21 EEE  . There is 3 times bounding box 

intersection test. After the use of tracking strategy, 

traversal path is 651 EEE  . They are also need for 

three intersecting detection. 

 

FIGURE 6 Searching result when time=ti+1, trace table =(E1, E2) 

 

At time ti+2 (see Figure 7), if you do not use tracking 

strategy, traversal path is 

652431 EEEEEEE  , there are 7 

bounding box intersection tests. The tracking strategy 

traversal path is 65243 EEEEEE  .  

They need 6 bounding box intersection tests. 

 

FIGURE 7 Searching result when time=ti+2, trace table=(E3, E4, E5, E6) 
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At ti+3 time (see Figure 8), if you do not use the 

tracking strategy, path is 

61211

5248731

EEE

EEEEEEEE




. 

The path of using the tracking strategy is 

6121154873 EEEEEEEE  . 

 

FIGURE 8 Searching result when time = ti+3, Trace table = (E7, E8, E4, 

E11, E12, E6) 
 

There are only need 8 bounding box intersection test. 

Table 1 gives the comparison of bounding box 

intersection number by tracking strategy. 
 
TABLE 1 Comparison of bounding box intersection number 

STRATEGY\TIME ti+1 time ti+2 time ti+3 time 

do not use the tracking 

strategy 
3 7 11 

use the tracking strategy 3 6 8 

 

From the table we can see, along with the increase of 

the depth of the tree, the tracking effect is more obvious. 

When the depth of the tree increases to a certain degree, 

the tracking strategy will accelerate algorithm. 
 

2.6.1 The improvement based on spatial-temporal 

correlation 

 

1) When the intersection degree between two objects is 

small, the spatial-temporal correlation of traversal 

does not have the advantage. Although reducing the 

depth of the tree, there are need to add additional 

memory to store trace table space. The effect is not 

obvious. Therefore, this paper proposes the initial 

bounding box distance to determine whether using a 

trace table optimization strategy. When the distance 

of two bounding box is less than a certain value, use 

the tracking table optimization strategy. 

2) When the objects completely intersect, tracking table 

records all the leaves, which will increase the length 

of the trace table. When the trace table length reaches 

at 2564 by the test, the memory allocation problems 

will cause crashes. (Limited to the experimental 

environment, the data for reference only) so you can 

set the maximum length of the trace table. When the 

trace table is greater than a certain value, use the 

traversal strategy directly, no longer down update 

tracking table. 

3) As the distance of two bounding box increases, the 

bounding box not to update. Each need a lot of 

elements from the following table, but there are few 

nodes from the root node, which can determine the 

bounding box does not intersect. However, the use of 

traversal strategy would increase the storage space of 

a memory, reducing the efficiency of traversal. In 

order to avoid the occurrence of the above, it is used 

when the distance between the bounding boxes is 

reduced. 

4) For the algorithm proposed in 2.4, generate a new 

tree, they are need for the whole tree according to the 

distance, add storage space. It also has complete 

traversal after the operation in the process of 

generating new tree. If only sort for the tracking 

elements in the table by distances, is equivalent to add 

index for the nodes on the tree. We sort by the index 

through distance. When returning disjoint distance 

index, there is no need to traverse the distance index. 

In solving the index table sorting problems, to 

abandon the use of linked list storage, use of two 

binary heaps. 

 

Because when using a linked list for the N tag node 

sort, time complexity is O (N2), read time is O (1), the 

total time complexity is O (N2) +O (1). For the N tag 

node construction of pile, the time complexity is O (n), 

the average time per operation complexity and the worst 

case time complexity is O (log n), the total time is O (n 

log n). For the two fork heap, the total time complexity is 

O (n log n) +O (n) =O (n log n), fast than the list. 

 

3 Test Results and Analysis 

 

We chose the model of Stanford University as a data 

validation. Experiments using VC++ run on a PC, which 

CPU is Pentium (R) Dual-core, memory is 2G. To 

visualize the reality of collision scenarios, use OpenGL 

display the data. We use two experimental scenarios, 

increasing the number of triangular slices. Scene 1 (see 

Figure 9) is rabbit model, containing 16,301 triangles 

slices.  

 

FIGURE 9 Scene 1 (rabbit model) 
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Scene 2 (see FIGURE 10) of the dragon model contains 

43,765 triangular slices.  

 

 

FIGURE 10 Scene 2 (dragon model) 

 

Compare the number of bounding box using 

prediction algorithms as shown in TABLE 2. Based on 

the above data, drawing graphics are shown in Figure11. 

 
TABLE 2 Comparison of bounding box intersection number:  

A 59 467 9001 13677 15203 18907 33063 36585 

B 49 365 7729 11661 12849 15663 24149 30959 

A - number of bounding boxes intersect, which don’t use Prediction 

algorithm,  
B- number of bounding boxes intersect which use Prediction algorithm 

 

FIGURE 11 Compare the number of the bounding box diagram, which 

contains Prediction method for testing and the method of separating 

axis. 

The abscissa represents different states of the 

bounding box; the ordinate axis represents the 

intersection number of the bounding box. Blue line 

represents the number of bounding box, which does not 

use prediction method. The green line shows the number 

using the prediction method. 1-8 states represent two 

objects from far and near in the process. In this 

experiment, State 1 represents the x axis distance of 1; 

the other state represents translation reducing distance 0.1 

than the previous status. Comparison of the bounding box 

using tracking Policy is shown Table 3. 
 

TABLE 3 Comparison of bounding box intersection number: 

A 5 9 59 467 9001 13677 15203 

B 5 7 55 438 8768 8507 8009 

A - the number of bounding boxes intersects which don’t use Tracking 

strategy,  
B - the number of bounding boxes intersects which use Tracking 

strategy 

For better performance of the law, according to the 

above data, drawing graphics are shown in Figure12.  

 

FIGURE 12 The number of the bounding box using Tracking Policy 

 

The abscissa represents different states of the 

bounding box; the ordinate axis represents the 

intersection number of the bounding box. Green line 

represents the number of bounding box, which does not 

use the tracking policy. The red line shows the number 

using the policy. For better performance of the law, seven 

states are selected. State 1 indicates that two objects 

abscissa distance of 1.2.The other state represents 

translation reducing distance 0.1 than the previous status. 

From the above chart, we can see that the use of tracking 

optimization strategy more obvious effects in the case 

that the bounding box tree reaches a certain depth. 

As is shown in FIGURE 13, the time period uses a 

clock count value by dividing the clock cycle, only as a 

measure. Similarly select eight states. Which 1-8 states 

represent two objects from far to near .State 1 represents 

the x axis distance of 1, and the other state represents 

translation reducing distance 0.1 than the previous status. 
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FIGURE 13 Comparison of average traverse time 

 

4 Conclusions  

 

From discussed above, we reduce the test number of 

detection of bounding boxes by forecasting method to 

improve the efficiency of the approach and the temporal 

and spatial correlation which reduces the traversal depth 

and width of tree, so as to improve the efficiency of the 

algorithm. Verified by experiments, this algorithm hold 

more efficient than which of OBB in collision detection. 

According to the experimental results above, this paper, 

mainly focus on the collision of two objects. In future 

research, we will study how to improve the collision 

detection of multi objects, to accelerate the traversal 

algorithm through utilize the characteristic of spatial-

temporal correlation. We can also use a trace table 

tracking, which has a limited length to increase the 

efficiency of this algorithm. The parallel algorithm can be 

used for attaining this proposes as well. 
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Abstract 

In order to improve the energy efficiency of WSN nodes and prolong the life of the network, reduce data redundancy. In this paper, 

proposed the spatial correlation node data compression and fusion algorithm based on the theory of compressed sensing. Firstly, 

make signal node random projection based on time correlation, then, for random routing instability and network transmission of data 

fusion technology reconstruction energy effects, proposed the energy consumption of compressed sensing and clustering data fusion 

technology. The experiment showed that after data fusion, not only effectively removes the redundant information of neighbouring 

nodes, and the reconstruction error is small, and can accurately realize data decompression, thereby reducing the node 

communication in wireless sensor network capacity, reduce power consumption of node, provides important support for the field 
environment in large scale wireless sensor network deployment. 

Keywords: compressed sensing, intelligent wireless sensor, agriculture IoT, automatic control, data fusion. 
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1 Introduction 

 

In recent years, the Internet of Things (IoT) as an 

international research hotspot, have obtained broad 

attention [1]. It's represents the future trend of 

development of the network, and requires sharing 

interoperability and information, so as to realize human 

society, the information space, the physical world ternary 

comprehensive connectivity and integration as the goal. 

Therefore, the Internet of things is regarded as the third 

technological revolution in information field [2].  

In WSN, due to the large number of sensors, 

individual sensor nodes with limited resources and 

processing capacity and have highly redundant data, 

transmit the data to sink node separate method is not 

reasonable in the collection of information in the process 

of using each node [3]. To consider the accurate degree of 

data, network performance, resource consumption and 

reliability constraints, solve the associated data between 

nodes, sharing and integration. The fusion performance in 

wireless sensor networks, the algorithm should be simple, 

easy to implement, and reduce resource and energy costs. 

An important feature of WSN network is data-centric, 

data processing is a key problem in WSN, largely 

determine the performance of the network. WSN nodes 

are generally battery-powered node energy is limited. 

How to save node energy and prolong the life of Yes 

WSN research is a key issue. In this paper, a large-scale 

and high density WSN as research background, for its 

data collection, transmission, storage process, the 

problems, the introduction of compressed sensing theory, 

the focus of research networks in the process of collecting 

large amounts of data present in large amount of data 

problems. In precision agriculture WSN, the general area 

of relatively is large, relatively large amount of 

information acquisition. 

 

2 Compressed sensing based spatial correlation of 

distributed 

 

2.1 COMPRESSED SENSING THEORY 

 

Compressed sensing or compressed sensing 

(Compressive Sensing, CS) is a theory developed in 

recent years, is a new data acquisition theory. Innovation 

is the core of the theory: for compressible data signals 

can be much lower than the Nyquist sampling via a 

standard way, is still able to accurately recover the 

original signal. This theory is largely broadened the scope 

of the compressing signal, in the theoretical framework 

for data integration CS, since the data amount is 

increased, the amount of data transmission can be 

effectively reduced, thereby reducing the communication 

energy [4].  

Compressed sensing theory mainly includes three 

aspects: sparse signal representation, measurement 

selection matrix remodelling achieve optimal algorithm. 

The theoretical framework can be represented in Figure 1. 
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First, if the signal 
NUx  is compressible in an 

orthogonal basis  , get XT  is determined   

transform coefficients or the equivalent approximation 

sparse representation; 

 

FIGURE 1 Theory framework of CS. 

the second step, a smooth design, and not related to   

transform base NM   dimensional observation matrix 

  of observations   obtained observations 

TY   collection, the process may also be 

expressed as a non-adaptive observation XAY CS  signal 

X  (where TCSA  ) @ through the matrix 
CSA , the 

information is called CS operator; Finally, the 0 - norm 

optimization problem solving exact value of X  or 

myopic approach X̂ : 

YAtsX TCST   ,,min
0

. (1) 

At present the theory of compressed sensing research 

is still in the initial stages, but already in some areas the 

signal and image processing, bio-sensing, analogy 

information conversion showed great potential. Currently 

compressed sensing theory research focuses on 

theoretical and mathematical reasoning to improve the 

level of the two most be studied. In a study of wireless 

sensor networks, compressed sensing theory has been the 

concern of more and more scholars, and related 

researchers. GHua and U.Chen take advantage of a new 

source coding techniques to improve the effectiveness of 

the relevant data. J.Haupt and his colleagues on the use of 

compressed sensing data acquisition and compression 

carried out relevant research [5]. Distributed compressed 

sensing theory concepts through joint sparse data on the 

correlation between the internal and the data are explored. 

 

2.2 DISTRIBUTED COMPRESSED SENSING 

 

The theory of CS standard is mainly for the design of the 

internal data structure of the single node, namely the 

correlation data aware of individual nodes to reduce the 

node data dimension. In wireless sensor networks, a large 

number of sensor nodes. For the node space intensive 

distribution, there is existence of high correlation 

between adjacent nodes of spatial data. Using this 

characteristic, natural to think of each node collaboration 

form measurements are combined, to reduce the overall 

dimension of data measured by correlation between node 

data compression effect, will get more. Based on this, the 

theory of distributed compressed sensing (DCS) emerges 

as the times require. D. Baron et al. Based on the theory 

of CS further extends the application of CS, put forward a 

distributed compressed sensing (DCS, Distributed 

Compressed Sensing) concept gas to compress a single 

signal sampling was extended to compress the signal 

group sampling [7]. The establishment of DCS theory is 

based on a "joint sparse signals known as group model 

(JSM, Jointly Sparse Models)" concept [8]. DCS theory 

pointed out that, if a plurality of signal are8 able to 

express the sparse in the same medium, and these signals 

is also has the correlation, then every signal in coding can 

use another not associated with the sparse matrix based 

(such as a random matrix) for sensing data observation 

and coding, which is far less than the original length of 

the encoded signal. 

 

2.3 SPATIAL CORRELATION IN DISTRIBUTED 

COMPRESSED SENSING MODEL BASED ON 

WSN 

 

In the WSN to collect data through various Sink node 

sensing sensor nodes, and monitoring the event source S 

to estimate the area, making the distortion estimation 

results to meet the requirements of WSN applications. 

Figure 2 shows the compressed sensing based spatial 

correlation of distributed. 

 

FIGURE 2 Schematic perceptions based on spatial correlation of 

distributed compression. 

 

As can be seen from Figure 2, because the WSN nodes 

are densely distributed in 
j

S  and between 
j

S  and S  in 

the presence of varying degrees of spatial correlation. 

Therefore, to meet the requirements of distortion, by 

determining the scope of the EA event area, while taking 

advantage of the perception of spatial data between WSN 

node correlation data compression and reconstruction, has 

a very important significance in the WSN. 

Assuming the event source S WSN location (0,0), the 

distribution area in the event of a node  yxEAn , , 

 
rr

yxn ,  coordinates are  yxn , ,  
rr

yxn , , its perception 

data is  yxS , ,  
rr

yxS ,  variorums is defined as: 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 80-84 Hong-Xia Liu, Feng Zhang 

82 
Information Technologies 

 

       2
,,

2

1
rr

yxSyxSx  , (2) 

where    
2

22
ryyxx

rr
 , if the value of the 

variorums  x  is smaller, then the perceived correlation 

between the data will be stronger. In polar coordinates 

can be defined within a node  ,rn  perception data to 

 ,rS , EA within the scope of the event area in the 

monitored area WSN triggered the event source S , 

between the perception of sensory data node  0,0n  data 

and information to other nodes around the following 

correlation: 

          

 rR

rRZSIIS
rHUTU



  




 

,
0,0

, (3) 

wherein TU   represents sensing data  0,0S  is 

obtained by a random variable  , the probability is  ; 

TU   data through the sensing means adjacent to the 

 0,0S  sensing data of the node  ,rn  is worth to 

 ,rS , the probability is 1 . Random variable Y  

and Z  are the probability density function  yf
Y

,  zf
Z

 

and a random variable and random variables Y  and Z  

are each independently sensing data  ,rS . 

 

3 Spatially distributed compressed sensing 

information acquisition method 

3.1 GREEDY ALGORITHM 

 

The basic steps of the greedy algorithm are: 

1. Given initial estimates of 00  ;  

2. At each iteration, according to 

  00  AAA   determine the estimated value   

of 0  ;  

3. Leaving only the larger   value items, other items 

will be set to zero. Update  00  . 

There are many ways about greedy algorithm, mainly 

has the orthogonal greedy algorithm (Orthogonal 

Matching Pursuit, OMP), regularized orthogonal greedy 

algorithm (Regularized Orthogonal Matching Pursuit, 

ROMP), piecewise orthogonal greedy algorithm (Stage 

wise Orthogonal Matching pursuit STOMP) and the 

gradient of the greedy algorithm (Gradient pursuit 

method) 
 

3.2 ITERATIVE THRESHOLD ALGORITHM 

 

Iterative threshold algorithm is a recursive method to 

determine a solution of Ay  , specifically, is defined 

by the following equation sequence 
n  to close to the 

optimal solution Ay  : 

      nnn AAS  *1  , (4) 

where  xS  is:  
























xx

x

xx

xS

,

.0

,

. 

Gets the iterative sequence can be obtained by two 

methods: the operator splitting and two function 

approximation method. Firstly, by introducing a 

regularization factor K  that set (P1) problem is 

transformed into unconstrained problems as follows: 

 
2

21
,min  AyL  . (5) 

Because 
1

  is non smooth convex separable 

function, 
2

2
Ay   is a smooth non separable convex 

function, so if set 
11 T , 

2

22 DxT  , so we 

can write 

 

  

  
     
    *

1

1

2

*

*

1

*

2

*

21

*

21

ˆ

ˆ

,minargˆ











TITI

TITI

TITI

TT

L













. (6) 

The  
2

TI   is a step   of the gradient operator, and 

  1

2


 TI   is  S . 

 

4 Spatial correlation of distributed compressed 

sensing algorithm 

First of all, need to get the distribution range of event 

region EA. At the position of the hypothetical event 

sources have a virtual node is  0,0n , the information 

data of the node  0,0S ,  ,rS  data boundary nodes in 

 ,rn  aware S the events triggered by the event source 

region of the       0,0, SrS ,   is in line with the 

conditions, the error threshold, it is used to indicate the 

difference in perception data information and the event 

source at node in different position of the distribution of 

radius r  represents the event region EA. According to 

equation (2) can be obtained: 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 80-84 Hong-Xia Liu, Feng Zhang 

83 
Information Technologies 

 

         

 















,
22

1

22

1

2

1

2

1

2

1
0,0,

2

1

2

2

2

22

22

2

z

zzz

z

z

z

z
eerf

dzez

ZESrSErr

z




















 , (6) 

where   ,
z

 is a function of 
z

  and  , 

  dtexerf t22 


. 

In summary, the distributed spatial correlation of 

compressive sensing encoding and decoding algorithm 

based on WSN can be expressed as follows: 

Step 1: according to the formula of 

   
1100

,...,,,



Jj

JT  , the distribution range of the 

sink node computing event region EA, forming a cluster 

by multicast routing way node  Nin
i

,...,2,1  activation 

events in area EA. 

Step 2: cluster head node 
h

n  to generate the observation 

matrix  
NM

SR , , where  R  is a pseudo random 

number generating function  
NN

 ,...,,:
21

, 
i

  is the 

number of 
i

n . 

Step 3: the cluster head node of the coded data MY  

transmission by wireless multi hop to the sink node. 

Step 4: Sink node and cluster head node generates the 

same observation matrix  
NM

SR , , then get a small 

wavelet transform matrix   according to the network 

topology, run the distributed compressed sensing 

decoding algorithm. 

 

5 Simulation and performance analysis 

 

5.1 EXAMPLES OF DATA FUSION 

 

Introduced in front of cluster Limited ad hoc networking 

mode, it is in accordance with the region of the cluster, 

the cluster head using ad hoc network between the nodes 

in the cluster structure, with star, tree and chain structure. 

Assuming a field of soil moisture content within the 

region more than 45% of the area number for inquiries 

first sends a query request. Suppose there are four field 

using tree routing, the sensor position and the 

communication path shown in Figure 3. 

In Figure 3, each sensor node has prepared a data, and 

(Filed, Soil moisture) is expressed in the form of. Need to 

do the following: 

1) Check each sensor node is in accordance with the 

upload request, to decide whether to participate in the 

transmission; 

 

FIGURE 3 Instance of data fusion. 

 

2) Each node receives the data sent by other nodes, 

for local operations, results of operations continue to 

submit to the upstream node; 

3) intermediate nodes if in a certain period of time has 

not received the neighbour node to send data, then the 

default from neighbour nodes below, did not submit the 

data nodes request. 

According to the above operation, the appeal 

processes a total of 5 copies in the network transmission 

of data. As shown in Figure 3, the Node10 sent 3 copies 

of the data, Node 8 to send 3 copies of data, Node 3 to 

send 1 copy of data. If you do not have any data fusion 

method, each individual node send data to the sink node, 

and the sink node concentration calculation results, the 

network data transmission quantity is 21, far greater than 

6, the corresponding node energy consumption will 

significantly increase. 

 

5.2 EXPERIMENTAL AND SIMULATION RESULT 

 

Simulation research and focus on the relationship 

between the number of observation data and 

reconstruction error of DCS encoding and decoding 

algorithm of the time correlation analysis based on WSN. 

The simulation uses Matlab as tools, the spatial 

correlation of data source in WSN by using two-

dimensional Gauss distribution to model, the node in 

WSN random uniform distribution of events in the 

60mx60rn area. In the system, all the nodes of the sensor 

that produced in WSN sensing data at the same time and 

send it to the cluster head node encoding, the cluster head 

nodes using DCS coding algorithm on the perception of 

the received data compression, and the observation data 

generated by multi hop wireless transmission to the 

decoder, accurate reconstruction of the sink node using 

the DCS decoding algorithm on each node sensing data in 

the area of the WSN event. 
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As shown in Figure 4, the relationship between the 

number of simulation graph reconstruction error and 

observation data, assuming that perceived value number 

is 3000. Can be seen from the chart, the observed values 

of M increases, the reconstruction error is more and more 

and more small, suitable for multiple observations data 

acquisition system. 

 

FIGURE 4 the relationship between the observed number and 

reconstruction error. 

 

6 Conclusions 

Compressed sensing is a theory developed in recent years, 

firstly, the theory of compressed sensing do a simple 

introduction, focusing on the spatial correlation in WSN 

based on distributed compressed sensing theory. WSN in 

precision agriculture, the amount of information needed 

to capture the scene is relatively large, and therefore the 

number of sensor nodes required range. Is also a great 

amount of data transmission, data compression is an 

effective way to reduce the amount of data transmission, 

according to the practical application of this article, the 

choice of the spatial correlation based on compressed 

sensing theory of distributed network layer data 

compression.  
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Abstract 

A double-beam actuator (DBA) is designed in this study for attenuating the harmful vibration. Its finite element model including the 

folded beam, glue layers and piezoelectric laminar is developed in commercial software ANSYS. DBA’s dynamic characters are 

analyzed by employing modal and transient analysis in ANSYS. The calculated results are used to develop an explicit state space 

model by using the observer/Kalman filter identification (OKID) technique and Eigen-system Realization Algorithm (ERA). The 

robust H2 controller is designed based on the identified state space model and it is then incorporated into the ANSYS finite element 

model to perform the close loop controlling simulation. The results of simulation show the settling time reduce to 0.06s with active 

control under impulse exciting and the response amplitude decrease 20 dB under sine exciting, which demonstrate the validity of 
DBA in application of active control. 

Keywords: active control, system identification, active control, ANSYS, piezoelectric 
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1 Introduction 

 

Active vibration control is an important problem in 

structures. One of the ways to tackle this problem is to 

make the structure smart, intelligent, adaptive, and self-

controlling by making use of one type of materials called 

as smart material as sensors and actuators [1]. 

Piezoelectric ceramic as one kind of these smart materials 

has many advantages such as low price, high reliability, 

and fast response. So it has been used in many vibration 

control researches [2]. Cantilever beam being the 

controlled plant is used in most of these studies with 

piezoelectric patches being glued on its surface as the 

actuators and the vibration level are measured by anther 

piezoelectric patch or strain gauge. Some researchers are 

reviewed as follows.  

Manning made the flexible beam’s vibration being 

controlled by employing the system identification 

technique and pole placement control method in [3]. The 

beam and piezoelectric patches’ finite element model of 

the structure is developed and the closed loop control is 

employed in [4]. Singh [5] used the beam and 

piezoelectric patches’ finite element model too, but the 

control law applied is modal strategies. 

Xu [6] established the intelligent beam’s finite 

element model and then the state space model was 

developed based on modal analysis in ANSYS. Control 

system design was developed by employing the toolbox 

of MATLAB. The influence of sensor/actuator location 

was studied and the results indicate that the location near 

to the clamped end is better for vibration control.  

In [7] the efficiency of the control loop in software 

ANSYS has been validated by comparing the simulation 

results with the analytical for two degrees of freedom 

system, then the scheme, developing model and 

controlling simulation is applied to the active vibration 

control problem of the smart structures. It is observed that 

this scheme can successfully be applied for the smart 

structures.  

Xing-Jian Dong [8] used the OKID approach to 

develop an equivalent linear model from the outputs of 

the commercial finite element software ANSYS. LQG 

control technique has been used to design control laws. 

Numerical results are presented to demonstrate the 

efficiency of the proposed scheme in simulating an 

actively controlled piezoelectric structure. Finally, a 

complete active vibration control system has been set up 

to conduct experimental investigation. From the 

experimental results, it is observed that satisfactory 

performance of vibration attenuation can be achieved. 

In this study, a double-beam actuator (DBA) for 

vibration control is designed and analysed. In section 2, 

the structure and functions of DBA are presented. In 

section 3, the finite element model of DBA is developed 

and its dynamic characters are analysed by modal and 

transient analysis in ANSYS. In section 4, the explicit 

state space model is developed by employing the OKID 

technique and ERA algorithm in the context of MATLAB 

environment. In section 5, the robust H2 control method 

is used to design the active control law, then the 

controller designed is incorporated into the finite element 

(FE) model in ANSYS and the simulations for testing 

mailto:wangyunfengdoc@126.com
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active control efficiency are evaluated under two diffident 

conditions. Concluding remarks on the performance of 

the DBA system are presented in Section 6. 

 

2 Structure of DBA  

 

Three parts are included in the DBA, the folded beam, 

piezoelectric patches, and glue layers. The four 

piezoelectric patches are used as actuators and sensors 

and they are glued on the two base beams as shown in 

Figure 1. Q Wang [9] has studied how the piezoelectric 

patch’s location and shape affect its controllability and 

the conclusions show that the controllability index 

reaches its highest value when the size of the 

piezoelectric patch is designed to span the entire beam 

when the piezoelectric patches are collocated. Collocation 

of piezoelectric patches has some priorities, which are 

given in [10]. Thus, the same configurations are used in 

DBA. The upper and lower piezoelectric patches are 

actuators and the two middle patches are sensors. This 

DBA can work by single one with upper interface 

connecting disturbance loads and lower interface 

connecting plant, or some more DBAs can be assembled 

as a controlling platform for active control as shown in 

Figure 2 [11]. 

 
FIGURE 1 The structure of DBA Figure 

 
FIGURE 2 The structure of controlling platform 

 

When external disturbance applies on the DBA, the 

sensors generate volt signals to measure the disturbance 

level and these signals are gathered by a computer. 

Controller designed analyses these signals and gives 

feedback control signals to actuators through a power 

amplifier. The process is shown in Figure3. 

 

3 Finite Element Model Analysis 

 

The finite element model of DBA is developed in 

ANSYS. The dimensions of the parts in DBA are shown 

in Table 1 and the parameters of materials in the finite 

element model are given in Table 2. In the FE model 

SOLID5 elements are used for piezoelectric patches 

while SOLID45 elements for folded beam and glue 

layers. SOLID5 element has an additional VOLT degree 

of freedom, which is the key for coupling the strain field 

and electrical field. 

 

3.1 MODELING AND MODAL ANALYSIS 

 

Modelling the DBA in ANSYS is as follows [12]. At 

first, the key points are located in the work plane, profile 

of DBA can be generated by connecting these key points. 

Then the profile is meshed by using SHELL43 elements, 

the finite element model of 3D elements is achieved by 

dragging the profile-area elements and then the materials’ 

parameters and elements’ properties must be assigned to 

the three parts of the model correctly. At the end, the 

constraints including degrees of freedom and electrical 

field are added to the model to complete the modelling 

process, all the degrees of freedom for lower interface 

area are set to be zero and the four piezoelectric patches’ 

piezoelectric coupling relationships are set by CP 

command in ANSYS. The final model is shown in Figure 

4.

 
FIGURE 3 Flow chat of active control 

 

1

X
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Z
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FIGURE 4 The FEM model of double beam actuator 
 

Model analysis is performed to determine the first 

four steps natural frequencies. Only the reduced method 
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(Householder method) can be used for the FE model 

having coupled-field elements [12]. The results of modal 

analysis are given in Table 3 and the corresponding first 

two modal shapes are shown in Figure 5 and 6. It is found 

that the first modal shape is consistent with the upper 

beam’s bending vibration and the second modal shape is 

consistent with the lower beam’s bending vibration. The 

third and the fourth modal shapes are consistent to the 

torsion vibration of the upper beam and lower beam. 

Thus, the first two model shapes are the dominant 

vibration modes. Based on the results of modal analysis 

the Rayleigh coefficients of structural damping are 

defined as: 64  e  and 3/2  . Time step is 

defined as  
1

20/1 ft   where 
1

f  is the first step 

natural frequency. 

 

TABLE 1 The dimensions of DBA 

Part 
Actuator 

Piezo-electric 

laminar 
Glue 

High Length Thickness 

Dimension (mm) 42 60 20 45×20×0.8 45×20×0.2 

 

TABLE 2 The parameters of materials in FEM model 

Material Content Symbol Quantity 

Piezoelectric material 
(PZT-5) 

Density(Kg/m3) p  767 

Dielectric constants(F/m) 

Perx 8.93e-9 

Pery 8.93e-9 

Perz 6.92e-9 

Elastic compliance(m2/N) 

D11 1.3e-11 

D12 -9.1e-12 

D13 -9.1e-12 

D22 1.3e-11 

D23 9.1e-12 

D33 1.3e-11 

D44 4.35e-11 

D55 2.2e-11 

D66 9.1e-12 

Strain constants(C/N) 
d31 -1.88e-10 

d33 6.7e-10 

Aluminum 
Density(Kg/m3) a  2700 

elastic modulus(Pa) aE  7.3e10 

Glue 
Density(Kg/m3) g  1100 

elastic modulus (Pa) gE  3.45e8 

 

TABLE 3 The first four frequencies of the DBA 

Step 1st 2nd 3rd 4th 

Frequency (Hz) 416.09 666.84 690.91 1885.3 

 
 

 
 

FIGURE 5 The 1st model shape of DBA FIGURE 6 The 2nd modal shape of DBA 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 85-92 Wang Yun-Feng, Cheng Wei 

88 
Information Technologies 

 

3.2 TRANSIENT ANALYSIS FOR MODEL 

 

The control-system model of DBA is essential for closed-

loop control simulation, but it is difficult to develop this 

model from the FE model directly in ANSYS. On the 

other hand identification technical which develops the 

control model based on the input-output data is much 

easier to implement. Before using the identification 

method enough input-output data must be existent, and 

these data can be generated from transient analysis in 

ANSYS. 

Revoke the constraints on electrical field for all the 

piezoelectric patches before the transient analysis to 

simulate the open-loop condition. All the time steps are 

defined as 1300sn  . A force 10eF N  is put on the 

upper interface of DBA at time tt  , and then this 

force is set to zero in the following time steps. The 

voltages generated from sensors are recorded and shown 

in Figures 7 and 8. It is seen that the output voltages’ 

amplitude from the two sensors are different even though 

DBA is symmetrical in vertical direction. That is because 

the boundary conditions are different; the tail of upper 

piezo-beam is free whereas the lower piezo-beam’s are 

clamped. 

 

FIGURE 7 Output from sensor 1 under impulse disturbance 
 

FIGURE 8 Output from sensor 2 under impulse disturbance 
 

Remove the external disturbance and keep the 

actuator 2 and sensor 2 free. A voltage load 1 100V V  is 

applied on actuator 1 at time tt  . In the following 

time steps the voltage load is set to be zero and the 

voltage-outputs from sensor 1 are recorded and shown in 

Figure 9. The same operations are applied on actuator 2 

while keeping actuator 1 and sensor 1 free and the 

voltage-output from sensor 2 are recorded too and shown 

in Figure10.  

Because the two piezoelectric patches on the base 

beam are collocated and both of the collocated pairs can 

be treated as SISO systems, the coupling relationship 

between two piezo-beams is neglected [10]. The 

difference between the two output-voltages from sensor 1 

and sensor 2 appear for the different boundary conditions 

as explained forenamed. 

 

FIGURE 9 Output from sensor 1 under 100V impulse input to actuator 1 

 

FIGURE 10 Output from sensor 2 under 100V impulse input to actuator 2 

 

4 Control System Model 

 

The parameters of linear time invariant system (LTI) can 

be identified from the OKID technical. One of the keys of 

OKID algorithm is the introduction of an observer into 

the identification process. The first step of identification 

process is the calculation of the observer’s Markov 

parameters. Then the system’s Markov parameters are 

determined recursively from the Markov parameters of 

the observer [13]. 

 

4.1 OKID IIDENTIFICATION TECHNICAL 

 

The discrete state space form of a LTI system in time 

domain is given as 

     iBuiAxix 1 , (1) 

     iDuiCxiy  , (2) 

where nnRA  , mnRB  , nqRC  , mqRD  . The 

relationship between input and output of this system can 

be rewritten as: 
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     





1

0

1
i

iDuiuYiy



 , (3) 

where BCAY 


 , Y , and D  are Markov parameters of 

system. If system  CA,  is observable, there is an 

observer as follows: 

           iMyiuMDBixMCAix  ˆ1ˆ , (4) 

     iDuixCiy  ˆˆ . (5) 

When all the eigenvalues of MCA  are zero, the 

estimated state  ix̂  converges to the real state  ix  and 

(4) and Eq. (5) are rewritten as : 

           iMyiuMDBixMCAix 1 , (6) 

     iDuiCxiy  . (7) 

A system can be described by its input-output 

relationship as  

        





1

0

,11
n

T
niiDuiyiuYiy




 , (8) 

where 

      
    21







YY

MMCACMDBMCACY




. (9) 

Then the eigen-system realization (ERA) algorithm 

can be employed to get the parameters of state-space 

form equation and the process is given as follows.  

Construct the Hankel matrix ( , )H l  , which includes 

ll   Markov parameters as 

1 1

1 2

1 2 2

( , )

l

l

l l l

Y Y Y

Y Y Y
H l

Y Y Y

  

  

  



  

  

    

 
 
 
 
 
 

.
 (10) 

The order of the system is determined from the 

singular value decomposition of ( ,0)H l :  

   TVUlH 0, , (11) 

where U  and V  are normalized matrices. The 

parameters of discrete state space (1) and (2) can be 

achieved as: 

    2/12/1 1, VlHUA T , (12) 

m

T EVB  2/1 , (13) 

 2/1UEC T

q
, (14) 

where   
qlqq

T

q
IE

1
0


 ,   

mlmm

T

m
IE

1
0


 . 

 

4.2 CONTROL MODEL OF DBA 

 

The inputs to DBA model include the disturbance and 

control. The corresponding input matrices are defined as 

E  and B . The complete system model of state space 

form for the DBA can be written as: 

       iEdiBuiAxix 1 , (15) 

     iDuiCxiy  , (16) 

where A ,  
21

BBB  , C  and D  preserve uniformity 

with (1) and (2). 1B  and 2B  are the input matrices of 

actuator 1 and actuator 2, E  is the input matrix with 

dimension 1n  correspond to disturbance. Based on the 

transient analysis before, impulse disturbance and 

response data from the two sensors are used to identify 

the matrices E  by employing OKID and ERA methods. 

In the same manner, matrices A , B  and C  can be 

identified by making use of the excitation and response 

data while voltage impulse input applying on the actuator 

1 and actuator 2. By employing (3) D  can be got as 

   0/0 uyD  . 

In order to check the validity of the identified model, 

the frequency response functions (FRF) of the identified 

model and ANSYS model are obtained and they are 

compared as shown in Figures 11-14. Agreement is fairly 

good between the four results except for the frequency 

range above 2500Hz. In most conditions only the first 

few modes play dominant parts in the vibration response 

of the system, thus it can be concluded that the state 

space model developed by identification technique 

characterizes the dynamics of system and can be used for 

control law design. 

 
FIGURE 11 The FRF between disturbance and sensor 1 

 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 85-92 Wang Yun-Feng, Cheng Wei 

90 
Information Technologies 

 

  

FIGURE 12 The FRF between disturbance and sensor 2 

FIGURE 13 The FRF between actuator 1 and sensor 1 

 

FIGURE 14 The FRF between actuator 2 and sensor 2 

 

5 Active Controller Design and Simulation 

 

5.1 2H  CONTROLLER DESIGN 

 

The state space equations (15) and (16) can be expanded 

by considering the disturbance being noise as following 

[14]: 

( 1) ( ) ( ) ( )x i Ax i B u i Gw i     , (17) 

( ) ( ) ( ) ( )y i Cx i Du i v i   , (18) 

( ) ( ) ( )z i C x i D u i   , (19) 

where  EBBB
21

' ,  Tuuu 0'
21

 , y  and z  are 

controlled and measured outputs, G  is the input matrix 

of noises, 'C  and 'D  are measured output matrices, w  

and v  are the process noise and measure noise. It is 

assumed that w  and v  are uncorrelated and have 

constant power spectral density matrices wV  and vV . For 

the positive semi-definite matrix wV , matrix G  has 

following form 

2/1

w
VG  . (20) 

In order to determine optimal gains the performance 

index J  as (21) is minimized: 

       







 



0

2

k

TT iRuiuiQxixEJ . (21) 

In the above equation Q  is a positive semi-definite 

state weight matrix and R is a positive definite matrix. So 

matrix 'C  can be defined through the weight Q  

2/1' QC  . (22) 

Generally it is assumed IR   and IVv  , the 

minimum of J  is achieved for the feedback with gain 

matrices as follows: 

c

T

c
SBK

2
 , (23) 

t

ee
CSK

2
 , (24) 

where 
2cS  and 

2eS  are solutions of the Riccati equations 

as follows: 

0''
2222


c

T

c

T

c

T

c
SBBSCCSAAS , (25) 

0
2222


e

T

e

T

e

T

e
CDCSGGASAS . (26) 

The controller obtained includes a state estimator and 

an optimal feedback gain and the equations are given as 

follows: 

      yKixCKBKAix
eec


 1 , (27) 

   ixKiu
c


 . (28) 

5.2 ACTIVE CONTROL SIMULATION 

 

2H  controller for DBA can be designed in the context of 

MATLAB environment, and then it can be incorporated 

with the FE model of DBA in ANSYS by using APDL 
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commands. The complete close-loop control system is 

shown as in Fig. 15. 

An impulse disturbance is applied on the upper 

interface of model, and the displacement of the centre 

node of upper interface on Z-direction is measured. The 

results on open-loop condition and closed-loop condition 

are compared in Fig. 16. It is shown that the settle time is 

less than 0.06s by applying active control whereas it is 

more than 0.12s without control. Thus, active control can 

make system go into stable state much faster.  

 

FIGURE 15 The scheme of active control in ANSYS 

 

FIGURE 16 The displacement of centre node on upper interface 

 

The voltages input to two actuators are shown in 

Figure 17 and 18. The maximum voltage amplitude on 

actuator 1 is 50V, while the maximum on actuator 2 is 

80V. Both of them are within the PZT threshold. 
 

 

FIGURE 17 The voltage input to actuator 1 

 

FIGURE 18 The voltage input to actuator 2 

 

FIGURE 19 The displacement of centre node on upper interface 

 

A sine disturbance with amplitude 10N and frequency 

1f , which is the first natural frequency of DBA is 

applied on the upper interface. The displacements of the 

centre node of upper interface on Z-direction are 

compared in the cases of open-loop and closed-loop 

conditions. The results are shown in Fig. 19 and it is clear 

that the active control make the resonance being 

attenuated, and the response amplitude is decreased 20 

dB than without control. The voltages input to two 

actuators are shown in Figure 20 and 21 respectively. 
 

 

FIGURE 20 The voltage input to actuator 1 
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 FIGURE 21 The voltage input to actuator 2 

 

6 Conclusions 

 

In this study, a DBA for active control is designed and 

tested by simulation in the context of ANSYS 

environment. The finite element model of DBA is 

developed in ANSYS, the folded beam and glue layers 

are meshed by SOLID45 elements and piezoelectric 

patches are meshed by coupling-field elements SOLID5. 

Control-system model is developed from the results of 

modal and transient analysis by employing the OKID and 

ERA methods, based on which 2H  controller are 

designed and incorporated with model developed in 

ANSYS by APDL commands. The closed-loop 

simulations of active control for DBA are performed 

under the impulse and sine excitation respectively, and 

the results indicate that DBA can attenuate vibrations 

effectively with low voltage as input. Even the validity of 

simulation in the context of ANSYS environment and the 

efficiency of identification algorithm have been approved 

and this simulation scheme works well for DBA in this 

paper, the experiment testing the real structure is still 

essential for practical implementation. Thus, in the future 

works more experiments are needed to check the dynamic 

and controlling characteristics of this actuator. 
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Abstract 

This paper put forward a two-stage non-negative matrix factorization (TSNMF) for topic recommendation in online social network to 

solve the existing problems of mass data, extreme sparseness and cold start. In stage I, we use co-clustering to divide user-topic 

interest matrix into smaller sub-matrices called cluster-sub-matrices based on non-negative matrix factorization on interest-density 

matrix D. Each cluster-sub-matrix is much smaller than the original with similar internal interest pattern. In stage II, we use weighted 

non-negative matrix factorization algorithm to predict unknown items on each of cluster-sub-matrix directly. Experiments on real 

datasets show that TSNMF can not only gain high prediction accuracy on extreme sparse datasets, but avoid the problem of too much 

computation of NMF on the whole user-topic interest matrix, as well as the problem of the recommendation’s quick local 
convergence. 

Keywords: Recommender algorithm; NMF (non-negative matrix factorization); Clustering; Data sparseness 
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1 Introduction 

 
Online social network is a kind of tool and platform for 

people to share views, opinions and experiences with 

each other through the Internet [1], which is a new 

application of network presence that provides users with 

great online participations. Social network is mainly 

divided into dating network, blog network, media-sharing 

network and instant communication network according to 

its functional properties. With the popularization of 

various forms of online social networks, a new one-way 

follow micro blog system as twitter and Sina Weibo is 

becoming a popular service, in which nodes are usually 

classified into users (subscriber) and subjects (publisher). 

Users as message subscribers on the one hand, build their 

one-way attention on topic nodes to form the one-way 

subscription relationship, while on the other hand, they 

would build two-directional concern of relationship with 

other users; on the contrary, subjects nodes as publishers, 

subscribed by a lot of users, achieve a lot more number of 

relationships of subscribers than that of the active 

attention and the two-directional concern. Main functions 

of recommendation system in online social network 

include recommendations of mutual concern relationship 

and subscriptions relationship. The former usually 

recommends users to a certain user whom he might want 

to follow in the near future or would be interest in 

through their common friends, contacts and mail lists, 

such as the recommendation of Tommy node to George; 

while the latter is about recommendation of subject nodes 

to users, like “air condition monitoring of Shandong 

province” to George, which would be achieved based on 

the users’ interests [2].  

This paper is mainly about how to recommend topics 

to users efficiently and effectively in such kind of one-

follow relationship of online social networks. 

 

2 Related works 

 
At present, the recommendation algorithm is mainly 

divided into two categories: collaborative filtering based 

algorithm (CF) [5] and content based filtering algorithm 

(CBF) [3, 4]. The algorithm of CF would firstly compute 

the similarity of users or items, and then predict the 

unknown items based on the scoring of similar users or 

items. CBF algorithm usually recommends items to users 

according to correlation of contents of information and 

user profiles using technologies of information retrieval 

or information filtering. CBF usually could not flexibly 

combine useful information as much as possible (e.g. user 

interest), while CF relies too much on explicit or implicit 

rating data. As to the problem of sparseness existed in 

online social network, the algorithms mentioned above 

could not provide users with good recommendation 

effects, nor would they efficiently solve the problem of 

cold start (How to recommend items to new users and 

how to recommend new items to users). Therefore, being 

the new research focus, model based method was put 

forward [6], the essence of which is due to dimension 

reduction of data: determinants of user’s rating on items 
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can be attributed to some of the underlying elements with 

relatively fewer dimensions (such as film type, type of 

products etc.), besides, users within a type tend to rate 

similarly on goods of the same category. Therefore, 

model based methods need to approximate the original 

score matrix with a reduced and sparse decreasing 

probability distribution or low dimensional matrix. This 

kind of algorithm mainly includes clustering method, 

probability method and matrix factorization [6] and so on. 

Matrix factorization algorithm (MF) generally 

decompose a high-dimensional matrix into the product of 

two or more low dimensional matrix to achieve 

dimension reduction, so as to study the properties of high 

dimensional data on a low dimensional space. Traditional 

MF algorithm mainly contains singular value 

decomposition (SVD) [9], non-negative matrix 

factorization (NMF) [10], and probabilistic matrix 

factorization (PMF) [11] etc. SVD algorithm allows 

decomposition with negative values, which is correct 

from the point of view of computation, however with no 

practical significance for many applications. The 

difference between NMF and SVD lies in the fact that the 

original non negative matrix will be approximated by the 

product of two non-negative sub-matrices. NMF is a sort 

of algorithm with local characteristic, whose expression 

is better than that of SVD, and the non-negative 

decomposition determines the intuitive physical meaning 

of its sub-matrices.  

Recommendation problems of online social network, 

particularly for recommendations of subscription 

relations, are quite different from traditional systems. 

Firstly the problem of mass data -there are a large number 

of users and a variety of topics in online social networks, 

but recommendation algorithm needs to respond within 

the shortest possible time. Secondly lies in the problem of 

its extreme data sparseness. Mislove et al. [12] has 

pointed out that weak-relationship distribution features 

prominently in online social networks: very fewer users 

(topic nodes) own most of the connections (one-way 

subscription) while a great deal of users just have a small 

number of connections (one-way follow relationship like 

subscription). According to the statistics of 1000 

sampling and 80 themes from the Sina weibo, the number 

of topics concerned by more than one half users is lower 

than 5% of the total. Consequently, collaborative filtering 

method based on binary relations could not achieve ideal 

recommendation effect when dealing with data with such 

extreme sparseness. The third is about the problem of 

dynamic data and cold start. Recommendation algorithm 

needs to react quickly and accurately because of the 

joining of new users or new topics, as well as the 

constantly changing of users’ interests and concerns. 

However, content-based recommendation methods 

generally lack of enough diversity, which would make 

recommendation results converge quickly to a small scale 

set, thus losing more possible recommendations to users 

that they might be interested in.  

Many researchers have put forward the method of 

clustering or dimensionality reduction to solve the above 

problem, among which includes models based on 

probability such as probabilistic latent semantic analysis 

(PLSA) [13], and models based on matrix factorization 

such as SVD, NMF, as well as models based on co-

clustering method [14], which could make clustering 

from several dimensions simultaneously. However, 

algorithms mentioned above are still too computationally 

intensive and updated difficultly; as a result, they still 

could not solve these problems very well. Faced with the 

characteristics of data sparseness due to weak ties (one-

way follow relationship) in online social networks, as 

well as the frequent update of subject information and 

user interests, we put forward a kind of dimensionality 

reduction prediction method: two-stage non-negative 

matrix factorization for topic recommendation (TSNMF). 

In stage I, users and topics to be recommended are 

clustered into some small sub-matrices called cluster-sub-

matrices by means of co-clustering based on non-negative 

matrix factorization. Each cluster-sub-matrix after the 

cluster is much smaller than the original with similar 

internal interest pattern, which could predominantly 

lower the amount of calculation of stage Ⅱ. In stage Ⅱ, 

weighted non negative matrix factorization is utilized to 

fill and predict the blank elements of the smaller cluster-

sub-matrix produced in stage I, to solve offline 

computation problem of the traditional dimension 

reduction method to achieve a more efficient subject 

recommendation in online social networks. Experiments 

show that TSNMF can obtain a more efficient subject 

recommendation in online social networks by reducing 

dimensions of the training data effectively and lowering 

offline computation remarkably, and at the same time 

maintaining higher prediction accuracy and resolving 

problem of sparseness in a better way.  

The remainder of this paper is organized as follows. 

In Section 3, we provide mathematics description of topic 

recommendation system in online social networks and 

iterative process of non-negative matrix factorization. 

Section 4 presents our algorithm of TSNMF. Section 5 is 

the experimental result of our method on real datasets 

compared with other popular algorithms, followed by the 

conclusions and future work in section 6. 

3 Topic recommendation systems in online social 

networks and the non-negative matrix factorization  

3.1 DESCRIPTION OF TOPIC RECOMMENDATION 

SYSTEM IN ONLINE SOCIAL NETWORKS 

 

Supposing there are a set of n  users in online social 

network represented by a set  nuuuuU ,...,,, 321 , and 

each item in U  is a row vector, called user-interest 

vector of user iu  and can be expressed as 

 iniiii aaaau ,...,,, 321 . There are also a set of m  
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topics expressed as  mttttT ,...,,, 321 , each jt  is a 

column vector, called top-rating vector, and the value of 

each element in jt  means its interest rating among 

different users.  

Therefore all user-interest vector form a matrix of 
mn  called the user-topic interest matrix, expressed as 

 
mnijaA


 , each item 0ija  means that user iu  is 

interested in topic jt , the value represents this user’s 

attention rate or interest rate to the accordingly topic, and 

otherwise, 0.  

In matrix A, the row vector shows a certain user’s 

attention rate or interest rate of all the subjects and the 

column vector represents a certain subject’s interest 

degree by different users. In this paper, we are to solve 

the problem of prediction of the unknown items in matrix 

A according to the existing users’ interest rating of some 

topics, to recommend other subjects to users that they 

might be interested in or they would like to follow in the 

future.  

3.2 NON-NEGATIVE MATRIX FACTORIZATION 

 

The objective of our dimension reduction of original 

matrix A  is to lower storage space and to save 

computing resources. Non-negative matrix factorization 

algorithm is a kind of multi-variable analysis method. 

Supposing matrix mnA   with all elements negative, that 

is 0ija , then its linear decomposition formula can be 

written as: 

 mnrECBA mnmrrnmn ,min,   . (1) 

In which matrix B is called base matrix on behalf of 

users’ interest dimension, while C is called coefficient 

matrix representing characteristic dimensions of the 

topic, and E is called approximate error, which can also 

be expressed as [15]: 

BCAE   (2) 

In order to get close approximations of matrix A , 

E  is required to be as small as possible, and the 

algorithm is required to be of fast convergence. 

Therefore, the process of NMF is turned into the 

convergence method of the following formula: 

BCACB ,min . (3) 

Supposing noise obeys Gauss distribution: 

 

   ijij

ijij

ij
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
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



 
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 (4) 

Among which ij  is the weight of each given 

observations, let 

   
ij

ij CBApCBAp ,,
 (5) 

The problem is transformed into the following 

solution of the maximum likelihood: 

 

     
ij

ij

ij

ijijij BCA

CBL

 2log/
2

1

,

22 . (6) 

After the use of traditional gradient descent method, 

we get the following additive iterative formula: 

    
    .

,

kj
T

kj
T

kjkjkj

ik
T
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ikikik

BCBABCC

BCCACBB
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




 (7) 

If we set  ikT

ik
ik

BCC

B
 ,  kj

T

kj

kj
BCB

C
 , then 

Equation (7) will be transformed into the following 

multiplicative iterative equation: 

 
 

 
 kj

T

kj
T

kjkj

ik
T

ik
T

ikik
BCB

AB
CC

BCC

AC
BB  , . (8) 

4 Two-phase non-negative matrix factorization 

algorithms 

 

4.1 PROBLEM OF THE TRADITIONAL NMF 

 

NMF algorithm could effectively reduce data dimensions, 

and decomposition result has obvious practical 

significance, in which sub-matrix B represents the 

dimensions of users’ interest ratings on the topics, while 

C represents the feature dimensions of different topics. 

Yet the NMF algorithm has the following problems: 

1) The high computational complexity and slow 

convergence, the complexity of each iterative is 

 rCrBO  . 

2) If you conduct matrix factorization on user-topic 

interest matrix A  using NMF to finish the 

recommendations, the off-line calculation is much too 

computationally, and additionally, too many non similar 
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users or themes as interfering factors will lead to more 

inaccurate recommendations. 

3) The locality of NMF leads to the problem that the 

decomposition results will depend on the ranks of matrix 

sequence of the original user-topic interest matrix A , and 

the result of the factorization usually converges to local 

optimum, rather than global optimal. 

In order to reduce the complexity of online 

computations as well as to use more similar users and 

topic while rating the unknown items to exclude the 

interference of non related topic score information, the 

original matrix A  needs to be pre-processed firstly. We 

make the work done through co-clustering based on NMF 

to narrow the size of data to be manipulated by NMF in 

stage II to enhance quality and density of the internal 

rating data in each category of the cluster. 

 

4.2 STAGE I: CO-CLUSTERING BASED ON NMF 

 

Clustering of the original matrix is a kind of method 

widely used in dimension reduction, because with the 

unceasing expansion of scales of online social networks, 

the number of users will increase accordingly, which will 

render it increasingly more time-consuming to find the 

nearest neighbours. As a result, it is very necessary to 

assign users and topics into different bureau categories 

based the similarity to exclude the non-related factors to 

enhance the efficiency of online neighbour search. We 

finish dimension reduction using clustering to lose 

information as little as possible. Firstly, we define the 

core user set denU  and the interest-density matrix D . 

 

4.2.1 Core user set denU  and interest-density matrix 

 

The interest density of each user iu  is defined as the 

proportion of non-zero items of topic-interest row vector 

iu , expressed as  iuinden_ . A core user is defined 

such that  iuinden_  of user iu  surpasses a threshold 

  (usually a value of 8%-10%), and the set of core users 

can be represented as the following: 

   iiiden uindenUuuU _, . (9) 

The vectors of core users denU  from user-topic 

matrix A  compose the interest-density matrix D . We 

conduct non-negative matrix factorization on matrix D  

to get core clustering subsets of D , and then we finish 

clustering on the original matrix A . The following is 

Algorithm 1. 

4.2.2 Algorithm of co-clustering based on NMF of Stage I 

 

Algorithm 1 of Co-clustering based on NMF is as 

follows: 

Input: Interest-density matrix D , user-subject interest 

matrix A . 

Output: User-topic interest subsets of each category 

after clustering (called cluster-sub-matrix). 

Step1: The building of Core user set denU  and 

interest-density matrix D . 

Step2: The process of NMF on denU , carrying out the 

multiplicative iterative process according to Equation (8) 

until the convergence of BCDCB ,min . 

Step3: Co-clustering analysis of sub-matrix B  and 

C , if ijj bj maxarg , then user i is assigned to subject 

j. After clustering of D , the various core cluster subsets 

are got. 

Step4: Taking the interest-density clusters as centre to 

finish co-clustering on non dense sub-matrix DA  to 

get matrixsubcluster   of each category, which of 

each has similar interest pattern inside. 

 

4.3 STAGE II: WEIGHTED NON-NEGATIVE 

MATRIX FACTORIZATION ON 

matrixsubcluster   OF STAGE I, TO FILL 

UNKNOWN ITEMS TO COMPLETE 

RECOMMENDATIONS 

 

4.3.1 Weighted non negative matrix factorization 

 

According the above, the user-topic interest matrix is 

very sparse in online social networks. So in order to 

approximate the original matrix, there will be a lot of 

zero elements being added to new low-dimensional 

matrices if the zero items of the original matrix are not 

operated, which does not conform to our recommendation 

requirements to predict the ratings of these unknowns. So 

when we carry out non-negative matrix factorization on 

the matrixsubcluster  , we need to adopt weighted 

NMF algorithm to omit the corresponding zero items in 

calculation errors. The goal of calculation is to minimize 

the loss function below [15]: 

  2
min

Fmrrnmnmn CBAI   , (10) 

s.t. 

 mnrСB ijij ,min,0,0  , (11) 

Among which matrix I  is a label matrix with its 

elements defined as: 









0,1

0,0

ijij

ijij

AifI

AifI
, I (12) 

The according multiplicative iterative formula is 

transformed into Equation (13) and (14): 
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  
   ijT

ij
T

ijij
CBCI

CAI
BB




 , (13) 

  
   ijT

ij
T

ijij
BCIB

AIB
CC




 , (14) 

Among which   represents element-wise 

multiplication of the matrix. 

4.3.2 Algorithm of stage II 

 

Input: matrixsubcluster   after clustering of 

stage I, user-topic interest matrix A , and dimension limit 

r . 

Output: User-topic interest matrix with unknown 

items filled with predicting ratings. 

Step1: Random initialization of B  and C . 

Step2: The adjustment of elements in both matrix B  

and C , by performing multiplicative iterative process 

according to Equation (13) and Equation (14). 

Step3: Repeating Step2, until NMF algorithm 

converges. 

Step4: The implementation of subject 

recommendation in online social network according to 

sub-matrix B  and C . 

4.4 COMPLEXITY ANALYSIS 

 

Time complexity of stage I is 

1( ( ) )O number iter D r  , time complexity of stage II is 

2( ( ) ( ) )O number iter size cluster sub matrix r    , in 

which  iternumber  is the number of iterations, and 

 matrixsubclustersize   is the number of non-zero 

elements in each matrixsubcluster  . The time 

complexity of the prediction phase is constant level so the 

system can be updated in real time due to the limitation 

of rating scale of each category. 

 

5 Experimental results and the analysis 

 

5.1 EXPERIMENTAL DATA 

 

In this paper our experimental datasets were crawling 

through an open system of a certain micro-blog platform 

using their API, the actual running data was from March 

2013 to July 2013. The original dataset consists of about 

hundreds of thousands of users, more than 300 themes 

and more than 300 million pieces of micro-blog 

information. During the experiment, we firstly conduct 

pre-processing to the original dataset using co-clustering 

based on NMF, to transform it into many different 

matricessubcluster  , the final results of the 

experiment is the average values of these various 

experimental data. Hardware configuration of this 

experiment is a Hadoop cluster system of 3 nodes, each 

of which is a PC machine with Core™ i3-2120, 

CPU@3.30GHZ, and memory 2GB, and the operation 

system is Linux (Ubuntu 12.04). The system was 

implemented by Python and Java. 

5.2 EVALUATION INDEX 

 

The accuracy of predicting ratings is expressed as 

closeness between a user’s real rating and the prediction 

score of the algorithm. We use RMSE (root mean square 

error) as the standard of predicting accuracy, that is, to 

ratings not appearing in training set but in test set we will 

compute their RMSE. 

 
 





TESTRji

ji

ji

estimatedR
TEST

RMSE

,,,

2

,

1
, (15) 

In which TEST represents the test set, and TEST  is 

the number of people’s ratings in test set. The smaller 

value of RMSE, the higher accuracy of the predicting 

algorithm is. 

The reference algorithms with our TSNMF include: 

1) Collaborative filtering recommendation algorithm 

CF based on Top-K similarity, which uses the Pearson 

coefficient to compute similarity of users, and the final 

recommendation results is according to Top-K. 

2) Non-negative matrix factorization (NMF) 

algorithm, which carry matrix factorization on the 

original user-topic interest matrix A  directly to realize 

top recommendations. 

The above two algorithms were realized based on the 

open source machine learning library-Apache Mahout. 

5.3 IMPACTS OF DIMENSION r ON RUNNING 

TIME OF TSNMF 

 

The first experiment we designed is to verify impacts of 

implicit dimension r  on execution time of TSNMF. The 

results is shown in Figure 1, from which we can see that 

with the increase of r , the running time of TSNMF 

algorithm becomes increasingly long and the operating 

efficiency really declines substantially. However, we 

could also see that when the value of r  is between 10 

and 25, the running time of the system remained 

approximately stable. Consequently, we can draw a 

conclusion that in order to enable the running efficiency 

as well as ensuring the recommendation accuracy 

requirements simultaneously, the value of r  needs to be 

limited to [10, 25]. 
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FIGURE 1 Impacts of dimension r  on running time of TSNMF 

5.4 COMPARISON OF RECOMMENDATION 

PRECISION BETWEEN SVD, NMF AND TSNMF 

 

The second experiment we designed is to verify different 

recommendation precision on the three algorithms SVD, 

NFM and TPNFM, and the result is shown in figure 2. It 

is quite clear that our TPNFM has the highest accuracy 

compared to SVD and NMF, which is due to the efficient 

co-clustering of stage I, as well as the weighted NMF 

running on matricessubcluster  . The experiment 

proved that our TSNMF did increase and provide high 

top recommendation accuracy on online social networks. 

 

FIGURE 2 Comparison of recommendation precision between SVD, 

NMF and TSNMF 

5.5 IMPACTS OF DATA SPARSENESS AND 

PARAMETER r  ON TOPIC 

RECOMMENDATION ACCURACY 

 

Drawing on the experience of literature [16], we chose 

one part of the experimental data randomly from 

experimental data as training dataset, and the rest as test 

dataset. The proportion of the training data is 80%, 50%, 

20% respectively. The purpose of this experiment is to 

verify the effect of the algorithm under different data 

sparseness. The result is shown from Figure 3 to Figure 5. 

Figure 3 is the RMSE variation tendency of algorithm 

SVD with 80%, 50%, 20% as training dataset 

respectively; Figure 4 and Figure 5 are about that of NMF 

and TSNMF, respectively. 

From Figure 3, we can see that the RMSE of SVD 

begins to increase rapidly with the dimension r rising 

over 25 and 20% as the training data, and the same as 

Figure 4 of NMF, with a relatively slower growth trend. 

Figure 5 shows that the RMSE of our TSNMF keeps 

the same decline trend, although RMSE with 20% as 

training data is higher than that of 50% and 80% as 

training data respectively, which shows that our TSNMF 

provides a better way to resolve problem of data 

sparseness. 

 

FIGURE 3 SVD algorithm 80%, 50% and 20% as the training data 

respectively 

 

FIGURE 4 NMF algorithm 80%, 50% and 20% as the training data 
respectively 

 

FIGURE 5 NMF algorithm 80%, 50% and 20% as the training data 

respectively 

 

6 Summary and prospect 

 

In this paper, we put forward a kind of two-stage non-

negative matrix factorization TSNMF to provide topic 

recommendation of predicting ratings in online social 

networks. In stage I we form the interest-density matrix 

D  by extracting core user interest vector  
i

uinden _ , 

and then we finish co-clustering of user-topic interest 

matrix A  after non-negative matrix factorization of D , 

and in stage II we realize rating prediction of topics by 

means of weighted NMF algorithm to each 

matrixsubcluster  . The experiments show that our 

algorithm TSNMF can gain relatively high accuracy on 

extreme sparse datasets, and can also provide with 

recommendations of rich diversity in the context of cold 

start, which has not only avoided the problem of 
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computing excessively on user-topic interest matrix but 

also eliminating the problem of quick and local 

convergence of the result.  

In future work, we hope to introduce a probabilistic 

model in the stage of co-clustering to make the sub-

clusters more flexibly because the present clustering 

operation is mainly based on the sparse user-topic interest 

matrix which might not provide accurate clustering, and 

further more we also hope to introduce a feedback 

mechanism to realize feedback based on user’s real 

interest on recommendation results, to realize dynamic 

optimization of the algorithm to obtain high efficiency. 
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Abstract 

Increasing longevity is one of the most important problems of modern Gerontology. Solution of these problems is connected 

principally with the use of information and communication technologies. Creation of a comprehensive health information system 

requires consideration of many factors, such as qualitative screening system based on patients’ self-assessment, identification of 

possible errors that affect decision-making and patients’ personal characteristics. The work presents the results of elderly Almaty and 

Almaty Region population survey conducted with the help of Active Longevity Portal designed for data collection, analysis and 

assistance to the elderly population of Kazakhstan. The results showed that the number of medical consultations is directly related to 

health self-assessment and anxiety levels. Detection of cardiovascular diseases (CVD) with the help of effort angina self-assessment 

demonstrated low sensitivity. Correlation between the Kettle's index of effort angina self-assessment, the impact of Physical 

Component Score (PCS) of SF-12 test onto the manifestation of cardiovascular disease in hereditary background, anxiety level and 

coronary heart disease manifestation, impact of Health Survey estimated by Physical Component Score (PCS) and Mental 

Component Score (MCS) SF- 12 test onto the correspondence between Effort Angina Questionnaire and CVD patient state was 

detected. Studies showed that detection of diseases through Questionnaire Survey self-assessment in certain situations may lead to 

significant errors. Consideration of these factors will help to build a more powerful information system in which personal data will be 

combined with clinical data and expert estimates. 

Keywords: gerontology, Kazakhstan population, information technology, cardiovascular diseases, medical information system 
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1 Introduction: Actuality of the research 
 

Gerontological research is associated with the rapid aging 

of the population in developed countries. This process is 

caused not only by the birth rate decrease, but also by a 

life expectancy increase. For example, according to 

European experts in 2060 one third of European 

population will reach age 80 or elder [1]. The same 

processes occur in Japan [2]. Researchers predict 

population decrease in China, India, Brazil, Russia and 

increase of older people number [3]. 

Kazakhstan is a developing country, but its population 

is also aging. In Kazakhstan, as of January 1, 2010 the 

number of people aged 65 years and older was 7.14% of 

the total population of the country. UN experts consider 

Kazakhstan to be the state with accelerated aging. By 

2050 25% of elder people are expected in the country 

according to forecasts. 

Because of this, Kazakh society faces the problem of 

active longevity prolongation reducing the costs of health 

care for elder people and increasing their demand in the 

labour market in old age. 

Improving care for elder people, comprehensive 

solution of their medical-biological, social, and 

psychological aspects is one of the priorities defined by 

the State program "Salamatty Kazakhstan" for 2011-

2015, approved by the Decree № 1113 of the President of 

the Republic of Kazakhstan d.d. 29.11.2010. 

Economic analysis shows that it is necessary to find 

new methods and technologies, which will help to 

improve the quality of service and to reduce costs. 

Initiatives that are offered in different regions are usually 

connected with the use of information and 

communication technologies (ICT). 

At the same time we have to point out that, the 

potential of ICT in Gerontological market is very high: 

the fact is that Europeans aged 65+ own funds over € 

3,000 milliard [4]. In Kazakhstan, the situation is 

different, but due to the growth of elderly population 

(1,634,974 people by 2011), Internet usage increase, 

income growing, as well as increase of the number of 
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specialists in the field of Gerontology and Geriatrics the 

potential of ICT will also be high. 

With the introduction of principles of pharmaco-

economic analysis and health-economic standards into 

the work evaluation of health care organizations, not only 

a correct statement of the clinical diagnosis and the 

reasoned purpose of treatment, but also prevention and 

prediction of diseases became very important in everyday 

medical practice.  

An adequate solution to these problems is possible 

while optimizing Medical Information Systems (MIS). 

MIS, are the most important component of accounting 

and control of medical practice, they allow to maintain an 

electronic version of the medical record, plan research, 

obtain diagnostic information and provide data for 

scientific research. 

In the medicine of the future, a pivotal role belongs 

not to the treatment of diseases but to their prevention 

and early prediction. With adequate prevention and 

prediction of diseases, it is possible not only to reduce 

morbidity, but also improve the economic performance of 

the healthcare system. 

Despite the advances in modern medicine, the 

percentage of errors in medical practice remains high [5]. 

One of the purposes of computer systems is to support 

decision making to reduce the risk of erroneous diagnoses 

and treatment. In this case, Electronic health record 

(EHR) is the base, which contains comprehensive data for 

the analysis and development of medical science and 

practice. However, there are many challenges to be faced 

in the development of effective and adequate information 

system.  

First of all it is necessary to standardize the basic set 

of data that will provide comprehensive health 

assessment, risk assessment and disease diagnosis, and 

will allow optimizing case management and solving 

problems of organization and control. 

Cost-effectiveness of health is affected by many 

factors including frequency of patient address to qualified 

medical professionals and duration of treatment of 

diseases, which in turn depends on the accuracy of 

diagnosis and case management. 

Multifunctional portal aimed to optimize the health 

care of the elderly population is being developed as part 

of the scientific and technical program of the Ministry of 

Health of the Republic of Kazakhstan [6]. 

The ultimate goal of the portal development is the 

creation of an information resource that will perform the 

following functions: 

Function of questionnaire self-entry by patients or 

their relatives 

Function to gather statistical information on the 

questionnaires from the portal database 

Analytics function 

Self-diagnosis function 

Function of economic analysis and recommendations 

generation. 

To implement the MIS first of all it is necessary to 

define the parameters which will be recorded in patients 

and will prove sufficient for the planned analytical and 

forecasting aims. This publication presents the first stage 

of the required criteria selection. Some issues related to 

the influence of personal factors on case management 

processes, which should be taken into account while 

designing both medical information system (MIS) and the 

EHR, are considered. The work consists of the following 

parts: 

In Part 2 the basic functionality of the Active 

Longevity Portal as part of the MIS is discussed 

In Part 3 the field of study and the methods are 

considered 

In Part 4 the results of the research are presented. 

In Part 5 the necessity of both clinical and other 

personal characteristics of the patients in the MIS design 

and the impact of the analysis on the development of the 

Active Longevity Portal is discussed. 

In conclusion the results of the analysis and their 

impact on the development of MIS are summarized. 

 

2 Objectives and functions of the portal 

 

The portal is supposed to be an input point of 

"Gerontological space" of Kazakhstan including 

information about major aspects of Kazakhstan 

population aging. It will be a platform for experience 

exchange, publication of research results and reception of 

generalized and personified information about elder 

people health (Fig.1).  

Based on the collected information using methods of 

scientific forecasting, searching patterns in the data and 

forecasting in processes of aging by experts in 

gerontology and geriatrics, expert systems on various 

aspects of aging process will be developed. 

Portal users at this stage: 

Doctors (managers for interviewers) 

Interviewers (persons who gather and enter 

questionnaires) 

Managers 

 

FIGURE 1 Functional interconnection of Active Longevity Portal 
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Portal functions at this stage are the following: 

1. Questionnaires selection according to various 

criteria 

2. Questionnaires input, editing and deleting 

3. Retrieval of information about interviewers 

4. Gathering of statistics from questionnaires entered 

into the data base. 

Prospective users of the portal in the future 

(additional to initial portal users): 

 Specialists in the gerontology 

 Any other medical specialists, practitioners, 

interns, residents and graduate students 

 Health facilities 

 Sanatorium and rehabilitation centres 

 Social services 

 Elder citizens, their relatives and carers 

 Organizations that use volunteer work 

 

Any interested organizations and individuals, 

including entrepreneurs, merchants, sponsors and patrons, 

etc. 

Health insurance 

Medical equipment and medicine manufacturers and 

distributors. 

Possible functions of the portal in the future: 

 Function of questionnaire self-entry by patients or 

their relatives 

 Function to gather statistical information on the 

questionnaires from the portal database 

 Analytics function 

 Self-diagnosis function 

 Placement of scientific publications and scientific 

journal of the medical community 

 Relation: patient - portal - clinic. Information 

exchange between the patient and the portal, the 

patient and the clinic, the clinic and the portal 

 Portal users forum on Gerontology or other 

medical issues 

 

3 Methods 

 

This work contains analysis of the data obtained in the 

course of medical screening tests of residents of Almaty 

city and Almaty region (the Republic of Kazakhstan), 

which was conducted by the Active Longevity Portal. 

The study addressed two sets of problems. Firstly, the 

problems of healthcare on the medical examination of the 

population were considered. Secondly, the problem of 

designing a screening Internet-system and creation of a 

medical database and testing it on real data were solved. 

In total 3,032 people including 1,660 women and 1,372 

men aged 36-94 were examined.  

All data were entered into the developed information 

system and then exported for analysis in MS Excel and 

Statistica 8.0. The data were collected through the portal 

system Active Longevity. 

To determine anxiety and depression there was used a 

self-assessment scale "Hospital Anxiety and Depression 

Scale" (HADS), which is designed for a screening 

identification of anxiety and depression [7]. Depending 

on the result of HADS all patients were divided into 3 

groups. 

To detect coronary heart disease (CHD) in population 

mass screening it is necessary to use standardized and 

reproducible methods. In this study a standard 

questionnaire of WHO which is widely used in the 

practice of population-based surveys was used to identify 

the effort angina [8]. 

Hereditary background was assessed in patient 

survey, recording diseases of their parents. 

In Statistica 8.0 for multiple comparisons using 

ANOVA method there was used Tukey HSD for unequal 

N and Scheffe test, a rough criterion which is suitable for 

cases where there is a suspicion of inequality of variances 

between the samples. 

To compare two proportions there was used Statistica 

8.0, p-level is computed based on the t-value for the 

respective comparison. 

 

4 Findings 

 

4.1 THE INFLUENCE OF PATIENTS’ PERSONALITY 

FACTORS ON THE ACCURACY OF 

CARDIOVASCULAR DISEASE (CVD) RISK 

ASSESSMENT 

 

EHRs are focused on the automation of the treatment 

process, including the optimization of diagnosis and 

prediction. 

A large number of publications indicate the influence 

of patients’ personality factors on course and treatment of 

various diseases. 

However, Health Organizations and EHR in 

particular, are frequently not directed to use patients’ 

personality factors in the diagnosis and treatment. In the 

bibliography there are only a few reports on its impact 

and the need for inclusion of additional indicators that are 

better and can describe the patients’ condition more 

systematically in the EHR standard [9, 10, 11]. 

Cardiovascular diseases are the most common 

indication for hospitalization among adults over 65 years 

[12]. CVD is a very common disease, one of the leading 

causes of death, as well as temporary and permanent 

disability of the population in the developed countries. 

According to WHO statistics the largest proportion of 

deaths is caused by cardiovascular disease (48 %) [13]. 

WHO recommends to conduct periodic health 

examinations to ensure timely detection of risk CVD. 

Screening is a common strategy in many countries to 

reduce the disease rate through early detection and 

intervention [14]. 

The fate of patients depends not only on the adequacy 

of the treatment, but also on the quality and timeliness of 
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diagnosis of the clinical forms of the disease, which 

require the emergent help or urgent hospitalization. 

In preventive medicine for large-scale identification 

of individuals at risk of coronary heart disease 

questionnaire is often used. In the present study the 

hypothesis about the impact of some personality factors 

such as anxiety, Physical Component Score (PCS) and 

Mental Component Score (MCS) (SF-12) on 

questionnaire identifying the risks of coronary heart 

disease (CHD) is tested. 

Increased anxiety indicates the patient’s propensity to 

perceive an extensive range of life situations as 

threatening and respond with a large degree of anxiety. 

Anxiety disorders occur with 5-10% of the adult 

population and, for example, in case of myocardial 

infarction it happens 2-3 fold often [15]. 

The essential problem in identifying CVD can be low 

sensitivity of questionnaires used in screening. In the 

group under study 65.1% of the patients with CVD 

questionnaire revealed no effort angina. When the 

respondents were split into 3 groups with different levels 

of anxiety, it was found out that: 

 with a low level of anxiety questionnaire method 

showed no effort angina in 83.1% of patients with 

CVD, 

 with a high level of anxiety angina was not 

diagnosed in 43.3% of patients with CVD. 

The results show that self-assessment of effort angina 

may not detect CVD of individuals with a normal level of 

anxiety. Z. M. Lohanova discloses [16] possible reasons 

for incorrect diagnosis of angina, which may be 

associated both with the patient’s personality and 

inefficiency of diagnostic procedures.  

In addition, the work states that the identification of 

symptoms and assessment of the severity of the disease 

may depend on the method of collecting information that 

is on self assessment or medical documents [17]. In 

particular, self assessment in the evaluation of 

cardiovascular system state proved to be less effective. 

This paper presents the research of the influence of 

Health Survey, estimated with Physical Component Score 

(PCS) and Mental Component Score (MCS) of SF- 12 

test, on the correspondence between the Questionnaire 

assessment of effort angina and patient CVD. 

Analysis of the data showed that: 

 at the high level of Physical Component Score 

questionnaire method showed no effort angina in 

78.6% of patients with CVD, 

 at the low level of PCS effort angina was diagnosed 

in 31.0% of patients with CVD. 

Thus, with higher rates of Physical Component Score, 

as well as with self-anxiety assessment case self-

assessment of effort angina cannot detect CVD in patients 

having it. 

At the same time, no influence of Mental Component 

Score SF-12 on error rate was detected when using the 

questionnaire method for effort angina determination. 

The research showed that the error rate with effort 

angina questionnaire estimation method may depend on 

Kettle's index (weight-height index), which is calculated 

as weight in kilograms by height in meters. Kettle's index 

allows to assess physical development and take into 

consideration body parameters of individuals (related to 

health, health care, diet, etc.). 

Data analysis showed that 83.9% of the normal 

Kettle's index, as in the case of Physical Component 

Score, self gina can not detect the presence of CVD in 

patients with this disease. 

 

4.2 SIGNS OF HEREDITARY TAINTED CVD 

 

Hereditary background as well as identification of 

factors, which influence the development of hereditary 

tainted diseases are of great importance in disease 

prediction. The relationship between the level of anxiety 

and depression and the frequency of manifestations of 

hereditary tainted cardiovascular disease was revealed. 

The study showed that: 

 in the group of individuals who have parents with 

cardiovascular disease, the frequency of such 

diseases statistically significant (p <0,01) was 

different in the groups with low, medium and high 

anxiety and was 52.9 % , 77.5 % and 100.0 % 

respectively. 

 in the group of individuals who have parents with 

cardiovascular disease, the frequency of 

manifestations of cardiovascular disease statistically 

significant (p <0,01) was different between the 

groups with high and low depression and was 60.8 

% and 100.0 % respectively. 

The influence of Physical Component Score (PCS) of 

SF- 12 test on manifestation of cardiovascular disease 

with hereditary background was revealed in the present 

work. In the group of individuals who have parents with 

cardiovascular disease, the frequency of manifestations of 

cardiovascular disease statistically significant (p <0,01) 

was different in the groups with low and high PCS and 

was 80.0 % and 34.8 % respectively. 

Observed relationship may be caused by various 

reasons, which will not be discussed in this article. In the 

perspective of this study, it is important that some of the 

personal characteristics of patients can significantly affect 

the appearance and course of various diseases, which, in 

turn, must be considered when designing medical 

information systems. 

 

4.3 INTERCONNECTION OF MEDICAL 

CONSULTATIONS FREQUENCY AND 

PATIENTS' ANXIETY 

 

The effectiveness of MIS effects the quality of 

healthcare, which, in turn, depends on the success of the 

solution of organizational and managerial tasks. Among 

these tasks, the most important are the processes of 
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optimization of medical work, which are based on 

forecasts of the medical consultations frequency, as well 

as prognosis of the number of medical staff with required 

qualifications and skills. 

The research of the scientific sources shows that the 

behaviour of individuals depends on personal factors and 

cannot be unambiguously predicted for the entire 

population. Personal factors include features of the 

individual, which are not part of health changes or health 

indicators. 

They are gender, race, age, social background, 

education, occupation, lifestyle, life experience, 

psychological characteristics, of which some or all may 

affect health, diseases and treatment of individuals. 

However, at present, organizational and managerial task 

are solved without taking into account possible influence 

of personality characteristics of patients. For example, in 

case of hypochondria, which can be a symptom of 

depression, patients pay too much attention to their health 

and have frequent complaints of malaise. 

The hypothesis on the impact of the level of anxiety 

and depression on the frequency of patient's medical 

consultations was tested in the present study. Analysis of 

the data showed that the number of medical consultations 

is interconnected with the level of self-assessed health 

and disease rate and with the level of anxiety. It should be 

noted that the relationship between the number of 

medical consultations and anxiety levels was not 

observed in 55 year old patients and younger. 

The following relationship was not different with men 

and women, so the graphs represent men and women over 

55. Tukey HSD for unequal N and Scheffe test showed a 

statistically significant difference (p <0,01) levels of self-

assessed health and the frequency of medical 

consultations among all groups with different levels of 

anxiety (Fig.1., Fig.2.). 
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FIGURE 1 Graph of means and confidence interval (95.00%): levels of 

self-assessed health at different levels of anxiety 
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FIGURE 2 Graph of means and confidence interval (95.00%): number 
of medical consultations at different levels of anxiety 

 

Number of medical consultations was statistically 

significantly higher at the lowest level of health self-

assessment (Fig.3.). 
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FIGURE 3 Graph of means and confidence interval (95.00%): number 

of medical consultations at different levels of self-assessment of health 

 

Based on the data below, to exclude the effect of the 

level of health, the relationship of anxiety and frequency 

of medical consultations studied in groups with the same 

level of self-rated health. 
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FIGURE 4 Graph of means and confidence interval (95.00%): number 

of medical consultation at different levels of anxiety in patients with 
health self-assessment 1-2 points 

 

Analysis of the data showed that at the highest level 

of health self-assessment there is no influence of anxiety 

level onto the frequency of requests for medical aid. In 

contrast, at low levels of health self-assessment there was 
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statistically significant relationship between these 

parameters. The frequency of medical consultations was 

statistically significantly different between all 3-anxiety 

groups. On Fig.4 there is a graph for patients with health 

self-assessment 1-2 points. 

The same statistically significant (p<0,01) 

relationship of anxiety level and frequency of medical 

consultations is observed if patients have three or more 

somatic diseases (Figure 5). At one registered somatic 

disease no dependence is detected between the frequency 

of medical consultations and patients anxiety level. 
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FIGURE 5 Graph of means and confidence interval (95.00%): number 

of medical consultations at different levels of anxiety in patients with 3 
different diseases or more  

 

The relationship between the frequency of medical 

consultations and the level of depression in patients with 

different health self-assessment and different number of 

reported cases was investigated. The analysis showed the 

following: 

 results of men and women with a high level of 

health self-assessment (3-4 points out of 4) and 

with no or one disease showed no relationship 

between the frequency of medical consultations 

and the level of depression; 

 results of women with low health self-assessment 

(1-2 points out of 4) showed the frequency of 

medical consultations to be significantly lower 

with low depression (group 1) than with moderate 

depression (group 2) and high depression (group 

3) (Figure 6a ); 

 results of women with 3 or more diseases showed 

the frequency of medical consultations to be 

differed significantly in all groups with different 

depression, and it was lower in patients with low 

depression (group 1) (Figure 7a); 

 results of men with low health self-assessment (1-

2 points out of 4), the frequency of medical 

consultations was significantly higher in cases 

with high depression (group 1) than in cases with 

moderate (group 2) and low depression (group 3) 

(Figure 6b); 

 results of men with 3 or more diseases showed the 

frequency of medical consultations to be 

statistically significantly higher at the high (group 

3) rather than at low (group 1) depression (Figure 

7b). 
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b) 

FIGURE 6 Graph of means and confidence interval (95.00%): number 

of medical consultations at different levels of depression among women 

(a) and men (b) with low health self-assessment 1-2 points. 
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b) 

FIGURE 7 Graph of means and confidence interval (95.00%): number 

of medical consultations at different levels of depression among women 
(a) and men (b) with 3 and more diseases  

 

These data indicate that the workload of medical staff 

can be determined not only by the level of disease, but 

also by psychiatric features of patients. 
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5 Discussion 

 

The main purpose of medical information systems is 

ensuring effective information support of all members of 

the healthcare system in the process of management and 

of health care delivery. 

In the present study there was confirmed the 

hypothesis that the personal characteristics of patients 

may have an impact on all phases of healthcare.  

Economic Optimization of health depends on the 

timeliness and accuracy of diagnosis of diseases and their 

prevention, as well as the cost of patient management. An 

important prevention strategy is a permanent population 

health screening. The conduct and improvement of 

screening methods may not seem beneficial in some 

cases, but in general, the mass screening tests provide 

improved population health, if they meet certain 

principles [18]. However, the effectiveness of screening 

programs should be scrutinized and validated before 

implementation [13].  

Population screening is not possible without the use 

of questionnaire methods. However, the study showed 

that the identification of diseases through self-assessment 

by questionnaire in certain situations can lead to 

significant errors and not reveal underlying disease or 

predict the probability of their occurrence. These issues 

must be considered when designing the EHR, as 

comprehensive qualitative data, which allow to develop 

and use complex methods to solve medical problems for 

the development of efficient algorithms for the 

prevention, diagnosis, and treatment are necessary. 

Identified potential errors in the diagnosis of disease 

suggest that to improve the quality of diagnostic health 

monitoring it is necessary to evaluate personal 

characteristics of patients and take them into account at 

all stages of healthcare. Taking into consideration 

personal characteristics of patients, along with the 

dynamics of the recorded parameters should increase the 

sensitivity and specificity of diagnostic procedures, and 

efficiency of patient management. Computerization of 

healthcare industry, on the one hand, made it possible on 

the basis of the accumulated data build intelligent 

systems for management of patients. However, on the 

other hand, the construction of intelligent medical 

systems is impossible without a systematic approach to 

the assessment of the patient, which is, taking into 

account not only clinical, but also other personal 

characteristics of the patients. 

Economic benefits of accurate diagnosis, including 

screening, conducted by MIS, and therefore based 

treatment will exceed the cost of developing high-quality 

information systems and a full diagnosis procedure [16]. 

Since in this case it will be possible to shorten the 

disability period, reduce the cost of beneficiary drug 

coverage, claims, various allowances, the disability cases, 

etc. 

MIS, in particular, EHR with proper design and 

exploitation can be used to generate secondary data, 

which are necessary for the improvement of all medical 

procedures of forecasting before the treatment and 

rehabilitation of patients [19]. 

Results presented in this paper revealed only some of 

the problems that are necessary to be considered in the 

design and use of MIS. In particular, EHR developers 

should be focused on the expansion of the recorded 

performance and automation of complex assessments of 

patients with the use of a wide range of parameters, 

including personal factors. It was shown that healthcare 

staff workload depends on the mental characteristics of 

the patients. The data obtained are taken into account in 

implementation of the Active Longevity portal.  

Therefore, for the collection of patients’ personal 

characteristics data tests that determine some personal 

characteristics of patients were included into the system. 

This portal is currently used by professionals to collect 

and prior analysis of medical research data. Specialists 

who advise physicians in planning examinations 

recommended to use SF-12 test questionnaire as 

mandatory to determine anxiety and depression. In the 

future, we plan to expand the research methods of 

personality characteristics of patients in order to select 

the most relevant solutions for specific health problems. 

 

6 Conclusions 

 

The research showed that such indicators as anxiety, 

Physical Component Score (PCS) of SF-12 test and 

Kettle's index (weight-height index) can influence onto 

the probability of error in the identification of effort 

angina in screening surveys of patients and in the use of 

health self-assessment questionnaire. At low levels of 

anxiety, self-esteem does not reveal the effort angina in 

83.1 % of cases, and at the high level in 43.3 % of cases 

with CVD patients. At a high level of Physical 

Component Score the error of effort angina detection was 

in 78.6 % of cases, with low PCS in 31.0 % of patients 

with CVD. Besides with the normal Kettle's index in 

health self-assessment CVD was not revealed in patients 

with this disease in 83.9% of cases. Based on the results 

it can be stated that the personal characteristics of patients 

may have a significant impact on the results of screening 

and preventive medical examinations, which use rapid 

surveys of patients and methods of self-assessment 

questionnaires. The necessity of usage of personal 

characteristics indicators of patients in clinical practice is 

also confirmed by other results of the study. Thus, it was 

revealed the influence of the level of anxiety and 

depression on the frequency of occurrence of 

cardiovascular disease in hereditary background of CVD; 

those patients with higher levels of anxiety and 

depression are much more likely to develop 

cardiovascular disease. 

The results support the assumption that the 

effectiveness of MIS in solving medical problems such as 

the prevention, diagnosis, rehabilitation and forecasting, 

will depend on the inclusion into the system of both 
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clinical and personal characteristics of the patients. The 

results show that personal characteristics of patients 

affect cost-effectiveness of healthcare: with a lower 

health self-assessment and higher levels of anxiety and 

depression patients are more likely to seek medical help. 

Such behavioural characteristics of patients are not taken 

into account when planning medical staff workload, 

which can lead to higher actual workload of medical staff 

and health facilities. The results suggest that the lack of 

indicators collected in the databases of medical 

information systems can lead to serious mistakes in 

planning and management processes of healthcare. 
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Abstract 

Choosing the right IT project for supporting the company business development is nowadays one of the most critical tasks in 

information technology management. No one has yet managed to create one optimal solution, equally suitable for different types of 

stakeholders (business owners, managers, investors). This article, based on the ideas of Value Based Management and 

business/value-driver trees, concentrates on an original approach to managing investments in enterprise architecture IT component. 

The method suggested has been successfully applied to evaluate the IT project portfolio within a large metals company in Russia. 
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1 Introduction 

 
In 2012 Harvard Business Review published the results 

of a survey [5] conducted among the top-managers of the 

world leading companies. According to HBR, 72% of 

respondents stated that “the use of technology has helped 

to create new value in business areas” – and also noted 

that IT departments have become full-scale players able 

to influence company’s competitive advantages and 

profits. IT projects go after investments playing on the 

same field not only with other IT projects, but also with 

the core operations projects. Due to this fact, the 

objective of justifying the planned IT project outcome 

(and, needless to say, choosing it) has becoming more 

and more relevant, especially in connection with the 

business outcomes and business goals.  

According to Gartner Group [3], 35% of all IT 

expenditures would be managed outside of IT 

departments. Independent IT projects would be budgeted 

by business specialists – which It means their strategic 

importance would be the key focus. However, 

economical methods of IT investments justification, used 

by the majority of enterprises, are mostly based on the 

forecasts and are not able to preview all the possible risks 

and take into account company strategy and tactics.  

One of the latest researches conducted by the Russian 

ITSMF-forum [6] note that entrepreneurs tend to invest 

“spontaneously” and 3 out of 4 CIOs report on the non-

comprehensive current justification methods that will 

have its negative impact in a long-term period. “Business-

oriented IT assets” is a goal stated by many companies 

but, unfortunately, in most cases this will not come true. 

Multinational experience and best practices can help 

in such a situation to define and consider companies’ 

business priorities in terms of “business drivers”. Without 

doubt, IT investment planning should be systematical and 

based on the contribution to the business-oriented 

information services provided to the company. Let us 

define the “information service” here as “a way of 

presenting the IT value to the users by helping them in 

achieving the desired results”.  

This term appeared back in 2007 in ITIL 3rd edition 

and only now it is gaining its well-deserved popularity 

among Russian CIOs, while it is one of the most direct 

ways to link together the company value growth factors 

(business-drivers), IT services offered to the business and 

IT systems/infrastructure costs. For instance, the project 

of creating a corporate web site can (and should!) be 

regarded NOT as a simple web-site creation (which is a 

method), but as creating “a company 

office/representation” online (which is the primary 

objective). Thus, the business service provided can be 

seen from the point of view of improving the company 

image and brand recognition (they could already be 

examples of business-drivers).  

According to the researches of the practices of 

evaluation and IT benefits management for SMEs, 

provided by Edith Cowan University and Brunel 

University professors [2], the lack of a holistic model for 

IT investment management is likely to result in several 

consequences: 

 

 Refusing the IT infrastructure investments (with 

negative outcomes in the long-term period); 

 

 “Intuitive” and “spontaneous” investments; 

 

 Not taking into account the business and industry 

specifics – and thus, losing potential competitive 

advantage. 
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Many monographs published at some point highlight 

these questions. From the scientific point of view really 

important is the research done by Love Peter E.D. and 

Irani Zahir [7]. They take a close look at the key 

difficulties that companies have while justifying the 

projects, the practices they use to define the 

strategic/tactical/operational IT outcomes as well as the 

most popular reasons for positive decisions on IT system 

implementation.  

The problems formulated above demand the creation 

of IT investment justification method that would rely on 

both the strategy and business-drivers for defining the IT 

projects business value. It is the basis for the current 

research relevance. Important to mention, this article does 

not pose the aim of describing the existing or creating 

new and universal ways of defining the strategic goals 

and IT assets necessary. The article concentrates on the 

common both for business and IT area of business 

drivers, proposing a mechanism for their implementation 

to IT investment justification process. 

The key objective of the current research is ensuring 

the business priorities consideration for the IT projects 

portfolio creation process through the development of a 

complex IT investments justification method for the large 

Russian metals company, whose headquarters is based in 

Russia with several foreign branches. 

 

2 IT project justification method components 

 

As already mentioned above, Gartner Group research 

shows that to the year of 2015 corporate IT expenditures 

would continue to become the area of expertise and 

decision-making for business specialists. To define the 

criteria for the suggested approach adequacy we shall 

turn to the results obtained by a group of Russian 

researchers and practitioners, united in the “IT value” 

project aiming at developing the topic of information 

systems economic efficiency. Their findings define the 

key problems mentioned by managers on the topic of IT 

[1] (Table 1).  

 
TABLE 1 Key problems in evaluating IT investments 

Business 

stakeholders 
Highlighted problems 

Entrepreneurs Low comprehension and consideration level of 

business and industrial specifics 

Investors High rate of errors for cash flow forecasts for IT. 

Top managers Lack of IT evaluation possibilities without the 

deep understanding of business strategy 

Line managers Lack of investment business effect possibilities 

and inability to formulate the requirements for 
the investment projects 

 

Analysis of these results enabled us to define the 

following criteria for the method to be developed: 

 

1) Relying on the best practices that take into 

account company strategy; 

 

2) Having the opportunities to define the potential 

benefits from IT projects in business terms; 

 

3) Assembling the IT projects portfolio based on 

the strategic priorities. 

 

2.1 RELIANCE ON THE BEST PRACTICES THAT 

TAKE INTO ACCOUNT COMPANY STRATEGY 

 

In the VBM concept, graphical model of which is 

presented at Figure 1, the drivers are considered to be ‘the 

performance variables’, influencing ‘customer 

satisfaction, cost, capital expenditures, etc. 

However, as suggests the manual published by 

McKinsey, who originally introduced the method in their 

quarterly review, generic value drivers might apply to 

most business units. But the lack of specificity forced us 

to make adjustments to the model by adding the non-

financial factors as well. 

Due to the results of the annual report analysis 

(especially the part concerning company’s strategic 

objectives), six interviews, conducted with business and 

IT managers, and the consideration of the IT annual 

budget (based on the project portfolio) the information 

gathered was sufficient to build a business-driver tree. 

To begin with, it is important to highlight ABC’s 

strategic priorities. Company’s branches are located in 

different countries and continents with the focus on the 

USA’s market while during this project realization the 

enterprise was preparing to conduct the IPO. Top 

managers named several critical tasks, such as: 

 

 Standardization of the key business processes at 

the level of business divisions; 

 

 Establishing effective cooperation between 

production and management units as well as 

between geographically distant branches; 

 

 High business flexibility to quickly adapt to the 

changing market conditions. 

 

Company’s economic value optimization is supported 

by several drivers, providing detailed description of the 

Level-1 VBM model: 

 

 Revenue: Market coverage and Market share;  

 

 Costs: Production and SG&A costs; 

 

 Working capital: Operational investments and 

Macroeconomic factors; 

 

 Fixed capital: Net assets value and Assets 

turnover. 
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FIGURE 1 VBM value driver tree model 

 

Company’s strategic value optimization is supported 

by several drivers, extending the original VBM model: 

 Proactivity;  

 

 External optimization; 

 

 Focus on perspectives; 

 

 Analytics efficiency. 

 

Based on whole business modelling and analysis 

activities conducted the driver generic extended tree was 

built (Figure 2), so let us now turn to its potential 

application in the IT justification process. 

 

2.2 FORMULATION OF THE POTENTIAL BENEFITS 

FROM IT PROJECTS IN BUSINESS TERMS 

 

Another problem, associated with evaluation of program 

realization gross profit, is refusing the projects that do not 

reach the critical values in terms of NPV and ROI. 

However, if the company management estimates the 

highlighted business services as critical, this difference 

between the actual and target values can be remitted. For 

instance, if the costs for the urgent organization of 

telepresence facilities for some important events have not 

been planned and justified, the project would be rejected 

without perhaps even being considered. At the same time, 

with the business-drivers tree expansion proposed the 

managers just need to justify that the non-financial 

benefits provided by telepresence outweigh the need for 

reaching the critical financial values. In the case above, 

business driver “internal optimization” that could present 

the objective of improving corporate communications, 

was considered critical according to the short-term (2-3 

years) company goals. 

 

2.3 CREATION OF IT PROJECT PORTFOLIO BASED 

ON THE STRATEGIC PRIORITIES 

 

IT project portfolio could be formed being based on one  

more method: ValIT, introducing the whole concept of 

consideration financial and non-financial benefits as well 

as risk awareness [4].  

Expanding it with the forth factor (outweighing of the 

financial indicators critical values by non-financial 

benefits), that replaces the original ‘Strategic alignment’ 

factor in Val IT case proposed, let us turn to the matrix 

formed and applied to practice in the company described 

above (see Table 2). 

Level 1 

Generic 

 

Level 2 

Business-unit specific 

Level 3 

Operational 

ROIC 

 

Margin 

Invested 

capital 

 

Revenue 

 

Costs 

 

Percent accounts 

revolving 

Dollard per visit 

Unit revenues 

Customer mix 

Salesforce productivity 

(expense against revenue) 

 

Fixed cost/allocations 

Capacity management 

Operational yield 

 

 

Billable hours to total 
payroll hours 

Percent capacity 

Cost per delivery 

 

Working 

capital 

 

Fixed 

capital 

 

Accounts receivable 
terms and timing 

Accounts payable terms 
and timing 
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FIGURE 2 Extended driver tree 

 

 
 

 

 
 

 

 

ROIC 

Revenue 

-Market coverage 

-Number of players 

-Industry growth 

-Market share 

-Marketing costs 

-Number of competitors 

-Company turnover 

 

Working capital 

-Operational investments 

-New production facilities 

-Other assets and liabilities 

-Macroecononmic factors 

-GDP growth 

-Product price growth 

Costs 

-Production costs 

-Equipment costs 

-Service costs 

-Operations costs 

-Technology costs 

-SG&A costs 

WACC 

-Net assets value 

-Assets turnover 

Margin Invested capital Business strategy 

optimization 

Proactivity 

External optimization 

Focus on perspectives 

Analytics efficiency 

VBM HIGH-LEVEL 

DRIVERS 

STRATEGY-EXTENDED 

BUSINESS-DRIVER TREE 

Business modeling and analysis 
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TABLE 2 IT project consideration matrix 

Project 

IT project consideration results 

Calculated risk 

acceptable? 

Financial 

targets met? 

Do non-financial benefits outweigh the need 

for financial indicators critical values? 

Non-financial 

benefits explicit 

Shared service centre Yes Yes - Yes 

RFID implementation to increase 

the accuracy of data processing and 

production control 

Yes No Yes No 

Telepresence facilities to conduct 

negotiations and meetings with 

company branches and foreign 

offices 

Yes No Yes Yes 

 

 

3 Conclusions 

 

The practical results for the work conducted due to the 

specifics of the project and the topic itself could be 

evaluated for now only at the qualitative (not 

quantitative) level and be presented by the customer’s 

reviews. According to the COO of the company where 

the pilot project implementation took place, ‘…earlier the 

key technological reason for IT projects was the necessity 

to change the outdated legacy systems and make an 

upgrade, while now the primary goal is maintaining the 

alignment with current business priorities preserving 

flexibility of a system landscape transformation for the 

business requirements.’ 

As the method proposed has been already adopted by 

several other enterprises, the first steps towards the 

professional business-oriented view on IT have definitely  

been taken and the full-scale cooperation between 

business and IT would not be long in coming.  
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Abstract 

To solve existing problems in the management for mine construction enterprises, this research introduced the concept of CBM 

(Comprehensive Budget Management) on the basis of data and information demand analysis using enterprise management decision. 

Next, under the circumstance of project management, the market mechanism was introduced in mine construction enterprises, 

materializing the CBM-based integrated management information system design for mine construction enterprises. The system 

architecture encompassed six modules, namely, production progress management, project material management, mechanical and 

electrical equipment management, human resource management, integrated cost management and performance management. The 

system covered the integrated management information system for each process of the mine construction management. With the B/S 

structure, technological development approaches of this system consisted of UML modelling technique, dynamic configured 

technology, database design and implementation. The actual application of integrated management system in sample mine enterprises 

showed optimized enterprise management process and improved data processing proficiency, greatly enhancing the financial 
performance and competitiveness of mine enterprises.   

Keywords: Comprehensive Budget Management (CBM); mine construction enterprises; integrated management information system; design and 
application 
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1 Introduction 

 
CBM (Comprehensive Budget Management) enables 

enterprises to optimize the resource allocation, analyse, 

coordinate and control the budget implementation. 

Specifically, CBM facilitates the analysis, prediction and 

decision-making about sales and profits, production, costs, 

expenses and funds focusing on strategic targets of 

enterprises. The aim of CBM is to systematically and 

efficiently coordinate and implement business activities 

of enterprises [1, 2]. Chandler (1977) considered that 

CBM plays a crucial role in the maturing and 

development of modern business enterprises in the West 

[3]. CBM is widely recognized as a management system 

that greatly drives maturing and development of modern 

business enterprises, and a main method of internal 

management and control for enterprises. As stated by 

David Otley, CBM is one of the few management 

methods that can integrate all key problems in an 

organization into one system. Since the invention and 

application of CBM in enterprises like GE, Dupont and 

GM in America in 1920s, it has soon become a standard 

operation procedure of large business enterprises [4]. 

From the initial functions in planning and coordinating, 

CBM is now an integrated management tool that 

combines enterprise management strategies, enterprise 

control, motivation and evaluation [5, 6, 7]. Currently, 

CBM has become the core of management strategy of 

enterprises [8, 9].   

With the gradual completing of China’s market 

economy system, a fair market competition mechanism 

has been progressively established. Nowadays, mine 

construction enterprises are experiencing intensifying fair 

market competition mechanism [10]. The conventional 

business system based on administrative planning 

constrains the rapid development of mine construction 

enterprises to a large extent, and the restructuring of the 

business management structure of mine construction 

enterprises becomes inevitable [11]. The implementation 

of CBM based on project management becomes an 

irresistible trend of internal management for mine 

construction enterprises. Accelerating the restructuring of 

the management system for mine construction enterprises 

could facilitate the realization of competitive advantages 

in market and overall economic efficiency covering 

aspects like market scales, costs, prices and quality [12, 

13]. From a general perspective, theoretical and 

application research on CBM among Chinese enterprises 

present the emphasis on planning and financial 

management. The systematical study integrated with 

business is limited [14]. The implementation and 

budgeting management demonstrates outcomes like 

insufficient science, seriousness and authority. The 

assessment outcomes could not be identified as relevant 

to the employees’ benefits and compensation, and it is 

incomplete to establish feasible and effective incentive 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 115-120 Wang Bang-Jun 

116 
Operation research and decision making 

 

and restraint mechanism. Moreover, the budget 

management fails to motivate the initiatives of person in 

charge effectively, and various problems occur in the 

process of budget implementation like loosening budget 

constraints, formality in implementation and difficulty to 

realize expected management outcomes. The supportive 

role of the management information system on decisions 

of enterprise managers need to be further enhanced. Thus, 

based on the features of mine construction enterprises, the 

current extensive production mode can be reconsidered 

and changed because of its conflicts with the 

requirements of scientific management development for 

modern enterprises. Thus, it is of great significance to 

conduct scientific and systematic research on the 

production process, to integrate management information 

and to reduce production costs to the greatest extent 

based on information technology and the latest 

information management platform.  

To this end, on the basis of analysis and summary of 

current CBM studies, this research introduced CBM in 

the mine construction enterprises, and integrated 

researchers’ suggestions and experiences about 

improving internal management to combine CBM with 

distinct features of mine construction enterprises in China. 

A set of informatisation platform with project as the 

structural unit was also designed for mine construction 

enterprises. This research could provide effective 

guidance for mine construction enterprises to 

comprehensively and systematically implement CBM.   

 

2 Features of the system 

 

2.1 ANALYSIS AND RESTRUCTURING OF 

INFORMATIZATION-DRIVEN PROCESS  

 

The principle of the optimization design for mine 

construction enterprises was to realize the restructuring of 

enterprise businesses under the collaboration of market 

chains and to materialize the optimal human-project 

combination and product/service performance. In this 

way, each process could directly serve for the project 

object. Besides, each basic decision unit was assigned 

with corresponding subsidiary autonomy, and the 

outcome of each process could be measured by currencies. 

This could further evaluate the quality, costs and benefits, 

and optimize the internal resource allocation via the 

structural integration, business process integration and 

resource integration. The optimization design facilitated 

the reduction of construction costs and the improvement 

of beneficial efficiency in enterprises. 

 

2.2 SCIENTIFIC SYSTEM DESIGN AND 

COMPREHENSIVE FUNCTION INTEGRATION   

 

This integrated management information system 

combined powerful remote applications and realized 

synchronous transmission for cross-regional management 

resource data in each project department, which would be 

analysed collectively in the central data bank. The 

advanced frame-based software technology ensured the 

flexibility, reliability and extendibility in the research and 

development. Distributed data processing of SQL Server 

and Internet/Intranet also promoted the centralized 

enterprise resource management. The all-informatisation 

management performed excellently in resource sharing, 

smooth information flow and intelligentised internal 

logistics, and materialized remote management and 

mobile support. 

 

2.3 FLEXIBLE MODULE DESIGN AND 

CUSTOMIZED SERVICES   

 

All functions of this system were designed on the basis of 

modules so that users could flexibly configure each 

module to their needs. The efficient data processing 

ability and complete data backup mechanism effectively 

reduced the network flow during data transmission, 

which shortened the system response time and guaranteed 

the effectiveness and accuracy of data. Users could easily 

operate the system after training.   

 

2.4 ADVANCED TECHNICAL DEVELOPMENT 

SYSTEM AND GUARANTEED SYSTEM 

QUALITY  

 

In the research and development of this system, strict 

process control was introduced for all internal units, and 

object-oriented UML modelling technique was applied in 

the design. In addition to the introduction of user-oriented 

design and UML-based depiction of all design models, 

RUP (Rational Unified Process) was introduced in the 

internal management for mine construction enterprises, 

which could guarantee the development quality and 

maintainability of the software system.  

  
3 System structure design 

 

This management information system improved the 

internal marketization for mine construction enterprises, 

their budget management, compensation management 

and implementation details of evaluation, and promoted 

CBM for mine construction enterprises. A range of 

modules were provided by the system, including 

production progress management, project material 

management, mechanical and electrical equipment 

management, human resource management budget 

management, and integrated management statements etc., 

which is shown in Figure 1.  

Internet was used as a support for the system to 

ensure the information exchange within enterprises. The 

system network architecture and hierarchical structure is 

shown in Figure 2. 
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FIGURE 1 System structure diagram 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2 System network structure 

4 Main modules and functions of the system 

 

4.1 CONSTRUCTION SCHEDULE MANAGEMENT  

 

The production progress management for the Project 

Department encompassed the following parts: daily 

construction report management, original records of 

construction units and scheduling information query. This 

module automatically produced daily reports, weekly 

reports and monthly reports of construction schedules. By 

the comparative analysis with the plans, this module 

dynamically controlled the implementation scheduling. 

Functions of this part were as follows. 

 

4.2 PROJECT MATERIAL MANAGEMENT  

 

Project material management covered material 

information, warehouse location, inventory / loss reports, 

material allocation / storage, cargo-dropping management 

and material information query. This module 

automatically formed dynamic statements of material 

statistics for the Project Department.  

Functions of this module included stock material 

input, inventory and cargo-dropping, material inventory 

query, maternal balance query, monthly material 

statements and so on. The material plan management 

covered annual plans, monthly plans, supplementary 

plans, temporary plans and emergency plans. The 

material staff of each Project Department declared the 

above mentioned plans of material requirement and input 

the information in the system. The plans would be 

assessed by related departments. The system then 

collected all approved plans and formed the general plan 

of all material needs for construction enterprises.    

The inventory input and cargo-dropping mainly 

registered the detailed stocking and cargo-dropping 

information. The data was to take inventory of materials. 

The material inventory and balance conditions referred to 

the statistics of all materials in the warehouse. The 

function gradually collected material statements of the 

Production Project Department and complete monthly 

material statements for the enterprises. The statements 

would be output according to the requirements to form 

the material costs in the expenditure part.   
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4.3 MECHANICAL AND ELECTRICAL EQUIPMENT 

MANAGEMENT  

 

Based on the inventory analysis of mechanical and 

electrical devices, equipment coding was conducted to 

produce a variety of statements for integrated query of 

mechanical and electrical devices, basic information of 

devices, inventory and cargo-dropping management, 

device repair and acceptance, device allocation and 

management, usage monitoring, equipment scrapping 

management and device disbursement and settlement. 

The module functioned in effective and comprehensive 

management of all static and dynamic information in the 

full life circle of devices. Device status and distribution at 

different work sites were dynamically tracked, which 

presented accurate records, tracking and controlling of 

device-related processes, such as device purchasing, 

rental, examining, repairing, maintaining, and allocation 

of spare parts. Scientific and orderly management of 

devices could fully meet the production requirements, 

and provide proofs for direct expenses on mechanical 

devices in the cost management.  

 

4.4 HUMAN RESOURCE MANAGEMENT 

 

The module of human resource management is mainly 

provided freely to set enterprise’s organizational structure. 

Under CBM managerial frame, information of functional 

departments and the project department such as basic 

information of employees, academic background, 

resumes, archives, contracts and other information were 

systematically integrated. This module also provided 

simple and direct logging in, query and modification. The 

employee attendance management recorded the 

attendance of each work shift of each construction teams 

and groups, providing a basis for labour costs in 

performance evaluation.   

The module was founded on human resource planning 

and management, covering aspects like institutional 

framework, positions, human resource management, 

labour contract, recruitment, benefits, training and 

development, attendance and performance appraisal and 

remuneration. Meanwhile, this system could promote the 

automation and optimization of HR management process 

in an all-around way. Its primary functions included 

employee information management, compensation 

management, performance appraisal and management, 

labour management etc.  

 

4.5 INTEGRATED COST MANAGEMENT  

 

Integrated cost management module realized plan 

management of costs on material, labour, mechanical 

devices, and other items, and analysed the 

implementation of budget plans. The budget management 

sub-system realized budget management at all levels. 

With the logging and maintaining of cost items, a budget 

data platform within enterprises including specialized 

market items, specialized items, project budget of 

construction groups / teams. This module conducted data 

collection and analysis of device rental conditions. 

According to expenses of using construction machinery 

in projects, the overspending and surplus conditions of 

machinery costs could be gained. The module also 

developed and tracked the implementation of material 

requirement plans, thus dynamically realizing the rational 

purchase/inventory and distribution controls of materials. 

Moreover, this module achieved real-time tracking and 

assessing material consumption at each basic unit (project 

departments and construction groups), integrated analyses 

of costs on materials and devices, and accomplished 

overall and individual costs of at each basic unit and 

timely uploaded the data.   

 

4.6 PERFORMANCE ANALYSIS  

 

This module integrated information of the above modules, 

formed a complete business summary sheet for mine 

construction enterprises, and conducted business analysis. 

The business analysis was targeted at enterprise business 

states of each project department and summarized 

business states according to years and months. Functional 

departments summarized and analysed specialized costs, 

overspending and surplus conditions of comprehensive 

costs and the specific reasons according to the uploaded 

information of costs. Lastly, it would form performance 

analysis statements.   

(1) the Performance of Project Department  

  UBPAUPpdTR . (1) 

In formula (1), pdTR  is total revenue, AUP is 

accepted unit projects and UBP is unit budget price of 

mine construction enterprise;  

ACICACODCMUCMCLCpd *)(TC  , 

ACTACLIE** . (2) 

In formula (2), pdTC  is total costs of mine 

construction enterprise. LC, MC and MUC are the 

abbreviations of labour, material and mechanical usage 

costs. ACODC, ACIC, ACLIE and ACT are adjustment 

coefficients of other direct costs, indirect costs, labour 

insurance expenses and tax.  

pdpdpd TCTRNP   (3) 

pdNP  is the net profits of each project department of 

mine construction enterprise. 

(2) formula of Mine Construction Enterprise’s 

Operational Performance 
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OITRSTR pd   (4) 

Where STR is total revenue of mine construction 

enterprise and OI is other income. 

OCAITCSTC pd   (5) 

In formula (5), STC is total costs of mine construction 

enterprise and OCTI symbols other cost adjustment items.  

STCSTRNP   (6) 

So, NP is net profits, which is key indicator of 

operational performance of mine construction enterprises. 

Functions of this module include: (i)developing 

involved functions in function application requirements 

based on all technical, quality control, performance and 

other plan management indexes, designing cost plan 

sheets, plan management of cost items of individual item 

and unit project, forming settlement prices of projects and 

working procedures; (ii)when the unit price of materials 

and salaries was changed, the system could automatically 

recalculate the settlement price; (iii) it could also realize 

the comparative analysis with actual expense indexes, 

and analyse the quotas for overspending (surplus) of each 

item. With the produced variance report, enterprises 

could carry out corresponding management measures 

based on the data, thus greatly improving the precision 

and pertinence of CBM.  

 
5 System implementation and application  

 

5.1 TECHNICAL IMPLEMENTATION APPROACHES  

 

According to the above systematic analysis and design 

concept, the system adopted the B/S structure, with 

Windows Server2008, Web server and IIS7.0 as its 

servers. SQL Server2008 was used as the back-end 

database. The operation system at the client end was 

Windows XP. For front-end development tools, VB.Net 

and C# were selected. With the networking protocol of 

TCP/IP, the system was designed to facilitate the 

connection with Internet. Key technologies included 

UML modelling technique, dynamic configured 

technology, and database design and implementation 

technology.   

The system was an Internet-based system with Java 

Applet embedded. Applications were designed at the 

server end and the client’s end only presented necessary 

system information, which guaranteed the security of 

procedure codes. The data confidentiality was protected 

by four levels of security control approaches from 

operation system, database and application to data 

operation. Besides, a secondary password technology 

operated by different roles and different managers was 

also applied, which enhanced the safety and reliability of 

data. 

 

5.2 SYSTEM APPLICATION  

 

CBM system has been used in 12 projects of mine 

construction enterprises such as No.4 Engineering 

Department of China Coal First Construction Company 

limited for over 2 years, and its performance was 

unanimously highly regarded by managers of these 

enterprises. The system greatly changed the extensive 

construction management mode of mine construction 

enterprises into a process starting from project analysis to 

budget decomposition, then to real-time dynamic input of 

integrated costs and feedback of business performance. 

This process not only better fit CBM-based construction 

mode but also improved the construction efficiency. The 

mine construction enterprises have witnessed great 

improvements in aspects like management performance, 

management mode, management system and methods, 

management mechanism, management foundation, 

business process, organization structure, rules and 

regulations, basic data, information integration and 

processing, employees’ overall competence, decision-

making quality, enterprise image and competition etc. At 

the mean time, the system boosted the innovation of 

project management.  

 
6 Conclusions  

 

In order to obtain competitive edges in the fierce market 

comp, mine construction enterprises need to maximize 

their values, save costs and keep precise profit and loss 

accounting. With the core of project costs, mine 

construction enterprises should develop their overall 

strategy, business strategy and business strategy and 

strategy, forming strategic budget management and 

establishing CBM. On the basis of project analysis, CBM 

adopts cost budgeting as the starting point, cost control as 

the principal axis of budget control, and costs as the 

principle indicator of performance evaluation. CBM 

could facilitate mine construction enterprises to build a 

new enterprise management system that fits actual 

conditions of enterprises, materializes orderly 

management, smooth operation and appropriate 

monitoring. Besides, it could clearly define 

responsibilities and rights and coordinates the internal 

production and business activities by the relationship of 

market transaction. With CBM, enterprises could 

minimize diverse forms of wastes and improve their 

competitiveness significantly.   
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Abstract 

In current process-oriented software systems, most of the processes have large number of parallel activities, which are homogeneous. 

These parallel activities are often used in the split-merge workflow structure and make the workflow model too complex to manage, 

as in the traditional workflow management systems each activity has to be defined respectively and bind to one resource. In this 

paper, we explore a novel method to define the distributed workflow model, which replaces the multiple homogeneous parallel 

activities with a batch-activity node to simplify the workflow model. An architecture is designed based on this method, which 

involves the model of organization structure, resource allocation and the sub-workflow. This architecture allows one batch-activity 

node bind to multiple resources, which are distributed, over a wide geographic area. Real-world scenarios, which are built and 
implemented based on this architecture, are shown to prove the effectiveness and usefulness of the method. 

Keywords: workflow management, business process, distributed systems, resource allocation, multiple-instances pattern 
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1 Introduction 

 
In the past decade, workflow management technology has 

played an important role in the fields of business process 

management. More and more enterprises consolidate their 

project implementation into a workflow management 

system [1, 2]. In the traditional workflow management 

systems, the tasks on one activity are often allocated to 

one resource to execute. This model meets the challenge, 

as the modern business processes have lots of parallel 

activities which are homogeneous and are distributed 

over a wide geographic area. These parallel activities 

make the workflow model very complex, and increase the 

difficulty of business process management, especially 

when the process is deployed on a distributed mobile 

network. In previous studies, this problem is generally 

attributed to the workflow patterns involving multiple 

instances [3]. However, the existing multiple-instances 

patterns are focus on the run-time mechanism, and they 

can only support the simple split-merge workflow 

structures. However, the workflow structures in the real 

world are far more complicated. 
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FIGURE 1 The diagram of the split-merge workflow structure. 

The split-merge workflow structure often contains a 

lot of homogeneous activities, which have the similar 

tasks and are allocated to the resources that belong to the 

same role. Some typical split-merge workflow structures 

are shown in Figure 1. The structures (a) and (b) contain 

the classical workflow patterns of AND-split and XOR-

split respectively. In above structures, the activities with 

the B prefix are homogeneous activities. The structures (c) 
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and (d) contain more complex workflow patterns, which 

are extended from above basic workflow patterns.  These 

structures are more common in the real-world workflows, 

and we define them as the multi-level split-merge 

workflow structures. In these structures, the activities 

with the B prefix are the first-level homogeneous 

activities; the C and D activities are the homogeneous 

activities in the deeper level. In real-world workflows, the 

number of homogeneous activities can be quite large. 

Therefore, a method that can simplify the description of 

the multiple homogeneous activities in distributed 

environment is necessary. 

Along the lines presented in this paper, we propose a 

description model of multiple homogeneous activities 

(MHA) that can simplify the description of the 

complicated multi-level split-merge workflow structure. 

This model is based on a multiple resource allocation 

model, which use one “MHA” node to represent multiple 

activities, and a sub-workflow model, which can extend a 

“MHA” node to a deeper level workflow. An architecture 

based on this model is designed and implemented in the 

EasyWork system. The EasyWork system is a distributed 

workflow management system that developed by our 

group [4, 5]. It is based on the persistent messaging 

mechanism, decentralized distributed workflow model, 

and the universal data bus mechanism.  

This paper focuses on the description model and the 

runtime support mechanism of the multiple homogeneous 

activities. And many real-world workflow scenarios 

developed based on EasyWork system is discussed to 

prove the effectiveness and usefulness of the architecture. 

 

2 Related works 

 

The distributed workflow management technology is 

mainly applied in scientific computation environments 

[6]. With the advent of rapid evolution of the business 

process in large enterprises, however, distributed 

workflow management is attracting much attention in 

business process management field these days [1].  

The problem of the defining multiple homogeneous 

activities in the workflow model is generally attributed to 

the workflow patterns involving multiple instances in 

previous studies. However, as these multiple-instances 

patterns covered a lot of ground in a short space, they 

were only discussed and implemented at a junior level. 

The workflow management systems that support these 

patterns were very rare, let alone the distributed workflow 

management systems [3]. 

In recent works on distributed workflow management 

systems, Muthusamy et al developed a flexible and 

distributed platform to develop, execute, and monitor 

business process [7, 8]. This platform supports service 

discovery and composition among multiple resources that 

offer the same functionality, but cannot simplify the 

description of the multiple homogeneous activities. 

Khalaf and Leymann present a BPEL fragmentation 

covering data and explicit control dependencies, and an 

approach to handle fragmenting loops and scopes [9]. 

Hamann et al present a migration data meta-model for 

business processes with the ability for runtime migration, 

which enhance. The flexibility of the distribution of the 

ad-hoc workflow [10]. The workflow description models 

in these researches are extended from the BPEL, and 

cannot descript the multiple homogeneous activities in 

simple forms. 

Besides, most of common business process 

management systems, such as Staffware, WebSphere, 

FLOWer, and COSA, are able to support some multiple-

instances patterns though the extend mechanisms, such as 

“bundle model”, or “dynamic parallel process 

management table” [3, 11, 12]. However, their 

description method is too complex for normal people, and 

can not support the complicated workflow model that 

contain multi-level split-merge workflow structures, and 

most of them can only deployed in a centralized 

environment. 

Our work distinguishes itself from these other 

approaches by concentrating on a small part of the 

multiple-instances patterns - multiple homogeneous 

activities. This help to reduce the model’s complexity, 

make the workflow description simpler and easier to 

study, and support far more complicated workflow 

structure than previous patterns. 

 

3 MHA model 

 

The description model of MHA is composed of three 

fundamental models: organization structure model, 

resource allocation model, and sub-workflow model. 

 

3.1 ORGANIZATION STRUCTURE MODEL 

 

The organization structure model, on which the MHA 

model is based, is derived from EasyWork System. The 

model consists of four main elements: Department, 

Workgroup, role and resource. Department and 

Workgroup are the basic units of the organization 

structure. They are organized into tree-like hierarchical 

structures. A department can be only attached to a 

department, and a workgroup can be only attached to a 

workgroup. Each department and workgroup can have 

many roles and resources. The difference between 

Department and Workgroup is that one resource can and 

must attached to only one department while it could 

attached to many workgroups. The role is used to classify 

the resources by their position or job, such as Manager, 

Staff, and so on. Each resource could play one or more 

roles. For example, staff A is the manager of the 

department X, while at the same time doubled as the 

manager of the department Y. The diagram of the 

organization structure model can be seen in Figure 2.
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Elements Examples

Organization 

Type
Department Work Group

Organization 

Unit

University

School of CS
Teaching 

Affairs Office

Party committee

Branch 1 Branch 2 Group 1

Labour union

Role Professor Staff
Party 

secretary

Resource Lily Jim

 

FIGURE 2 The diagram of the organization structure model in 

EasyWork System 

 

3.2 RESOURCE ALLOCATION MODEL 

 

The resource allocation model is the main part of the 

MHA model, because it explains the MHA node. A MHA 

node is an enhanced activity node, which can represent 

one or more homogeneous activities in order to simply 

the complexity of the workflow model. The resource 

allocation description on a MHA node is based on the 

Organization Unit, which includes departments and 

workgroups in the organization structure model. The 

format of the resource allocation description is like this: 

quantifier (spec_role) in/of (org_unit) 

In this line, quantifier is a word that can be chose 

from ALL, ANY and THE. “ALL” means the tasks on 

the MHA node should be distributed to all the resources 

which under the org_unit and play the spec_role; “ANY” 

means the tasks should be allocated to any of the given 

resources; “The” means the tasks should be allocated to 

the only one resource that is given. The spec_role 

represents the role of the resources to which the tasks 

should be allocated. Besides the user-defined roles, such 

as “manager”, “staff”, there are three built-in roles: Dept, 

Group and Node. The Dept represents the departments, 

the Group represents the workgroups, and the Node 

represents all the resources under the org_unit. The 

org_unit represents the Organization Unit that the 

resources should be attached to. Besides the user-defined 

organization unit, there are two built-in unit 

“this_domain” or “this_node”, which are often used in 

sub-workflow and represents the default organization unit 

in the current workflow. 

 
TABLE 1. Description examples of the resource allocation 

Examples 

all ( student ) in ( classA )  
any ( teacher ) in ( schoolB )  

the ( headmaster ) of ( schoolC )  
all ( Node ) in ( this_domain )  

 

The Table 1 gives some description examples of the 

resource allocation on MHA nodes: It shows the 

understandability of the description model. 

 

3.3 SUB-WORKFLOW MODEL 

 

The sub-workflow here means the workflow that replaces 

the functions of an activity in the upper level workflow 

model. In the MHA model, sub-workflows are used to 

extend the functionality of a MHA node. It helps the 

MHA model support the multi-level split-merge 

workflow structures. The model of the sub-workflow is 

similar as the common workflow model, which is 

represented as a directed graph that consists of many 

activity nodes and transition paths. The difference from 

the common workflow model is that the start activity 

node and the finish activity node must be allocated to the 

same resource as the activity from which this sub-

workflow extended. 

In traditional workflow management systems, the sub-

workflows are often used to increase the reusability of the 

process fragment. More than that, the sub-workflows in 

the MHA model are focus on simplifying the description 

of the multi-level split-merge workflow structure. For 

example, the workflow structures (c) and (d) in Figure 1 

are too complex to define only based on MHA nodes. To 

resolve this problem, we extend the MHA node though a 

sub-workflow, which can be seen in Figure 3. The 

diagrams (c’) and (d’) in this figure show the description 

models of the workflow structures (c) and (d) in Figure 1 

respectively. 

 

all (Dept) In (dept_xxx)

the (manager) of (dept_xxx)

all (staff) In (this_domain)

the (manager) of (dept_xxx)

 B`

A

D

all (Dept) In (dept_xxx)

B

C

the (supervisor) of (this_domain)
the (manager) of (dept_xxx)

all (staff) In (this_domain)

the (manager) of (dept_xxx)

b

A

E

C

D

the (supervisor) of (this_domain)
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(   c’) (   d’)  

FIGURE 3 The diagram of the sub-workflow model 
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In the sub-workflow model, which is, extend from a 

MHA node, the tasks of activities can be allocated to the 

resources that play the role under the default 

organization. The default organization is not an absolute 

organization, but the each organization defined in the 

MHA node. This method opens the possibility of defining 

the workflow model through a recursive process, so that 

simplifies the description of the multi-level split-merge 

workflow structure. 

 

4 Execution Mechanism 

 

The basic execution mechanism is provided by 

EasyWork distributed workflow management system. 

Besides, we extend the mechanisms to support the XOR-

split workflow pattern and the data convergence in MHA 

synchronizing merge workflow pattern. 

 

4.1 ARCHITECTURE OF EASYWORK SYSTEM 

 

The architecture of the EasyWork system, which is 

shown in Figure 4, aims to define, execute and monitor 

the workflows for the cross-regional enterprises, which 

often have several highly autonomous subsidiaries. The 

network architecture of the EasyWork system is a hybrid 

structure, which is based on the peer to peer network and 

the client/server framework. There are two kinds of nodes 

in the EasyWrok network: EasyWork Server node and the 

EasyWork Client node. The EasyWork Servers are the 

basic nodes, which are used to store and dispatch the 

distributed workflow instances. The relationships 

between EasyWork Servers are symmetrical, while the 

EasyWork Clients are client nodes of the EasyWork 

Server. The EasyWork Platform is installed on every 

EasyWork Server, and offer the access interface that 

allows users to get and do their job in remote EasyWork 

Clients though a standard web browser. 

EasyWork Process Definition Server is a kind of 

EasyWork Server on which the workflow definition tool 

is installed. The workflow definition tool is used by 

workflow administrators to define, compile and deploy 

the distributed workflow. After a workflow model has 

been designed in the Process Definition Server, it will be 

split into several segments by activities, and be compiled 

to configuration files. These configuration files will then 

be distributed to EasyWork Servers, which are defined as 

the computing resources of the activities.  

The EasyWork Platform on EasyWork Server is 

composed of three main parts: the workflow engine, the 

user task manager and the application framework. The 

workflow engine is used to receive, store, and dispatch 

the workflow instances, and invoke the application to 

process the tasks of the activities. The user task manager 

offers the access interface to the workflow system, shows 

the task-lists, and communicates with the workflow 

engine to process user commands. The application 

framework is a set of applications, which are created, 

based on the components with application-level 

granularity [4, 13, 14]. These applications, which are 

invoked by the workflow engine to process the tasks of 

the activities, are executable programs, such as the 

executable binary files of the operational systems of 

Microsoft Windows or UNIX, or the web pages that 

could be interpreted by http server or client browser. 
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FIGURE 4 The architecture diagram of the EasyWork system 

 

4.2 MECHANISM FOR XOR-SPLIT PATTERN 

 

The workflow models that include the MHA nodes or the 

sub-workflows is converted to the normal workflow 

model which only contains the simple activities before 

the deployment. Then the tasks of the activities are 

distributed to the resources that would execute them. To 

support AND-split pattern in the EasyWork system is 

easy and direct, but to support XOR-split pattern is 

difficult, because the latter involves the dynamic work 

allocation in the runtime phase in the distributed 

environment.  

To resolve this problem, a program named “XS” is 

developed and is added to the end of task queue of every 

XOR-split activity. The XS knows the number of the 

activities that can be select as the successor by the XOR-

split activity, and the identifier and the weight of each of 

these activities. When XS is executed, it select the proper 

activity as the successor based on the serial number of the 

current workflow instance, and then route the workflow 

instance. The successor selection can be made based on 

round-robin, weight-based or random algorithm in 

current system, and can be extended easily by modifying 

the XS program. 

 

4.3 MECHANISM FOR DATA CONVERGENCE 

 

Data convergence is a difficult problem when merging 

multiple parallel workflow instances in AND-split pattern. 

In the traditional workflow management systems, the 

workflow data of the parallel workflow instances are 

often imported into the database individually, and then 

are fetched together by the synchronization activity. 

However, this approach increases the coupling between 
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the workflow applications and the database, and is 

inappropriate in the distributed environment especially. 

To solve this problem, our system adopts a 

specialized model to describe the data convergence in the 

synchronization activity, and provide a specialized data 

type – “collect data”. When the workflow instance go 

through the MHA node which split the instance into 

multiple parallel workflow instances and merge them 

after finish the tasks,  EasyWork system would gather all 

collect data and combine them into an array.  

The format of the declaration of the collect data is like 

this: Define_collect_var ( collect_array ) 

In this line, collect_array is the workflow data which 

would be used to store the combined data of the multiple 

parallel workflow instances. The data model of the 

collect_array after the data convergence is a relative table, 

which is shown in following table. 

 

 

TABLE 2. The model of the collect data 

Collect Array 

{{node1_id,  data1, ...}, 

{node2_id,  data2, ...}, 

{               …             }, 
{nodeN_id,  dataN, ...}} 

 

In Table 2, the variables from “node1_id” to 

“nodeN_id” store the identifier of the multiple activities 

represented by MHA; the variables with the “data” prefix 

store the values of the collect data of multiple parallel 

workflow instances. The data model of the variables that 

are combined can be simple data, list or relative table. A 

diagram of the data convergence model when using MHA 

nodes can be seen in Figure 5. The model at the left of the 

figure is a normal AND-split workflow, and the model at 

the right side is the same model but adopts the MHA 

node. 

 

a

b1 b2 b3 b4

c

and andand

Var normal_var = 1

Var collect_var = null

collect_var = 1

collect_var = 7collect_var = 3

collect_var = 5

normal_var = 1

collect_var = [ 1, 3, 5, 7 ]

b

a

Define_collect_var ( collect_var )

c

Var normal_var = 1

Var collect_var = null

Result:

normal_var = 1

collect_var  = {{b1_id, ‘1’},

                        {b2_id, ‘3’},

                        {b3_id, ‘5’},

                        {b4_id, ‘7’}}  

FIGURE 5 The diagram of the data convergence model when using MHA nodes 

 

5 Scenarios 

 

The real world scenarios, which implemented based on 

EasyWork system, are discussed in this section. As 

shown in Table 3, the scenarios are grouped into three 

classes: 

(1) Office automation (OA) applications, which are 

the collaboration systems based on the workflow. The 

OA system is a type of classic workflow system, and 

plays an important role in paperless office. The OA 

systems are widely used almost in all fields without the 

limit of the industry or geographic region. The key 

element of the OA is the form, which often is easy to 

be customized based on the web components in the 

EasyWork system.  

(2) Enterprise resource planning (ERP) system, 

which is a more integrated platform, compared to OA 

systems, used to manage various kinds of information 

in the enterprise. From the model layer, such as the 

data model and business logic, to the view layer, such 

as the view of the decision support, all kinds of the 

information in the enterprise are integrated together 

into a strict architecture. The design of the data model 

and process in ERP system are more professional than 

other information management systems, and are more 

difficult to be implemented.  

(3) Report generation systems, which are the 

process-oriented systems used to collect and 

summarize the information, which is distributed in 

different areas, and generate the Summary Report 

finally. This kind of application is very common in 

different areas, and is not easy to implement for the 

complex computation and distributed architecture. The 

real-world report generation scenario implemented 

based on EasyWork system is the Freshwater Quality 

Monitoring (FQM) which is a process required by  the 

National Oceanic Administration of China to 

investigate the freshwater quality in the coastal areas 

and provide a summary report every year. 
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TABLE 3. Real world workflows implemented by EasyWork system 

Class Total number AS5 XS5 AS20 XS20 Depth 

OA Document Circular 3 2 3    

Administrative Approval 6 2 4   3 

Personnel Management 9 6 3 1  1 

Financial Management 3 2 2   2 

Product Management 6 1 6    

Customer Service 5 1   3  

ERP Data Maintenance 15 6 10 3 4 7 

Purchase Processes 6 2 4  1 2 

Sale Processes 7 2 4 2 1 3 

Bank Processes 4 2 3    

Inventory Management 4 2 4    

Production Processes 5 1 4    

Report Query 18 3 12 1 1  

Other Processes 4 1 3 3 1 1 

Summary 95 33 62 10 11 19 

100% 34.74% 65.26% 10.53% 11.58% 20.00% 

 

In the above scenarios, there are 95 workflows 

implemented by EasyWork system. The details of the 

workflows are shown in Table 1. The “AS5” and 

“AS20” represent the workflows that involves AND-

split workflow pattern and the max number of the 

multiple heterogeneous activities is more than five and 

twenty respectively. In the same way, the “XS5” and 

“XS20” represent the workflows that involves XOR-

split workflow pattern and the max number of the 

multiple heterogeneous activities is more than five and 

twenty respectively. The “depth” means the total 

number of levels of the multi-level split-merge 

workflow. The Table 1 shows that, nearly half of the 

business workflows that involve the AND-split 

workflow pattern are suggested to adopt the MHA 

model, and 20% of the them have to adopt the MHA 

model; nearly 4/5 of the business workflows that 

involves the XOR-split workflow pattern are suggested 

to adopt the MHA model, and 15% of them have to 

adopt the MHA model. Although these statistics are 

only based on the experience gathered in our work 

history, they still explain the seriousness of the MHA 

problem to some extent. 

 

5.1 CASE STUDY 

 

To illustrate the effectiveness of the MHA description 

model, a real-world scenario which described by the 

EasyWork system is shown in this section. The 

workflow in this scenario is used by a state-owned 

enterprise to reimburse the project expenses spent 

during the last year. The diagram of the organization 

structure of the enterprise is shown in Figure 6.
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FIGURE 6 The diagram of the enterprise organization structure 

The reimbursement workflow is started by the 

manager of the financial department, and then the 

reimbursement instructions are forwarded to every 

business department. After every supervisor filled out the 

expenses claim form, the forms are grouped and submit 

to their managers to approve. If the application is not 
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approved, it would be sent back and be filled again. After 

the verification of the department manager, all expenses 

claim forms are gather together and transfer to the 

accountant of the financial department to do the second 

check and create the expenses report. Then the report is 

checked by financial manager and is delivered to the 

cashier to do the banking business. The model of the 

workflow can be seen in Figure 7. 

 a
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FIGURE 7 The model of the annual reimbursement workflow for project expenses 

This reimbursement workflow is a complex workflow 

that has two-level split-merge workflow structure, but it 

is very common in the real-world scenarios. In the 

enterprise that was described above, the actual number of 

the departments attached to the business department is 

16. Moreover, each of these departments has more than 

10 sub-departments. This means in second level of the 

workflow model, there are about 200 heterogeneous 

activities. It is very difficult to mange this complex 

workflow model by traditional workflow management 

system. However, EasyWork system can play a 

maximum efficacy in this situation. Two MHA nodes and 

a simple sub-workflow are enough to describe this model. 

Besides, the descriptions of resource allocation are short 

and easy to understand. It shows the high efficiency and 

the usability of the MHA description model. 

 

5.2 SYSTEM COMPARISON 

 

This section discusses the comparison between 

EasyWork system, which implements the MHA 

description model and the other mainstream workflow 

management systems. The workflow management 

systems to which we compared are Staffware, COSA, 

FLOWer, WebSphere MQ Workflow and SAP/R3. The 

comparisons can be seen in Table 4. Some part of the 

information in this table is derived from [3]. 

 

TABLE 4. Comparisons between EasyWork system and other WFMS 

Systems AND-split 

MHA 

XOR-split 

MHA 

Multi-level 

MHA 

Supporting 

distributed workflow 

MHA data convergence 

mechanism 

MHA task 

auto 

distribution 

Staffware 9 - + - - - - 

COSA 4.2 - - + / - + - + / - 

FLOWer 3 + + - - - - 

Meteor - - - + - - 

WebSphere MQ Workflow 3.3.4 - + - - - - 

SAP R3 + / - + - - - - 

EasyWork + + + + + + 

 

The table shows that the Staffware and Websphere 

MQ Workflow are only support the basic XOR-split 

MHA description. The SAP/R3 and FLOWer can support 

basic AND-split MHA description but cannot support  

multi-level MHA description. The COSA support the 

multi-level workflow and task auto distribution, but it  

 

cannot support MHA description well. In the last, all 

these traditional workflow management system do not 

support MHA data convergence. Compare to these 

system, EasyWork support all these functionalities. 

Besides, the description rules in EasyWork system are 

very simple and easy to learn and use. 
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6 Conclusions 

 

In this research, we propose a workflow management 

framework for multiple heterogeneous activities. This 

framework supports the description and execution of the 

MHA nodes, and increases the efficiency of workflow 

model management. Compared to other mainstream 

workflow management systems, this framework offers 

much fuller support on MHA management. The MHA 

description model involves organization structure, 

resource allocation model, and sub-workflow description 

model, and offers two key mechanisms for the automatic 

task distribution in the XOR-split pattern and the data 

convergence in AND-split pattern. In the future, the 

relationship between resource allocation model and the 

sub-workflow description model will be enhanced in 

order to increase the flexibility on defining the resource 

allocation in multi-level workflows. 
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Abstract 

A system model for the existing quantity of small and medium-sized enterprises is built in this document, by establishing relationship 

equations with study on relationships among more than 30 variables such as total enterprise quantity, establishment rate of new 

enterprises, level of human resources, level of technical innovations, index of resource dependence, etc. Moderate breakthroughs are 

made on the mathematical methodology, such as the method of education years to calculate the level of human resources, the method 

of resource dependency evaluation for the resource dependency index. However, certain corrections are made for adaptation to the 

study. The innovative concept of establishment rate of new small and medium-sized enterprises is created in modelling and 

correlated with level of technical innovations, level of human resources and resource dependency index through relationship 

functions. The purpose thereof is to explore mechanisms where and extents to which influence factors make impact on the existing 

quantity of small and medium-sized enterprises. Finally, emulation prediction for the system model is made with the emulator 

Vensim and the error analysis on comparison between emulation and historical data is performed. It is found that the agreement with 
historical data is good and the error is acceptable. 

Keywords: existing quantity of small and medium-sized enterprises, establishment rate of new small and medium-sized enterprises, system dynamics 
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1 Introduction 

 

The system model for existing quantity of small and 

medium-sized enterprises is used for predictive 

investigation on changing quantity of enterprises as well 

as for analysis of how and what the impact of influence 

factors on existing quantity of enterprises would be 

during a period of time. To make convenient and 

reasonable system modelling, the influence factors are 

divided into five subsystems correlated via certain 

relationships. 

 

FIGURE 1 Structure of the System Model for Existing Quantity of 

Small and Medium-sized Enterprises. 
 

 

2 Foundational Model Analysis 

2.1 MODELLING PRINCIPLE 

 

2.1.1 Analysis of System Architecture:  

 

The establishment of small and medium-sized enterprises 

is influenced by multiple factors such as economy, man 

power, technology, policy and environment. The 

knowledge flows in the form of technology from the 

technical innovation subsystem to the subsystem of small 

and medium-sized enterprises. The effect of such outflow 

is also presented in education. The quantity of well-

educated labors determines the level of human capital 

required by entrepreneurs and small and medium-sized 

enterprises, particularly small high-tech enterprises. Such 

labors correlate the human resources subsystem with the 

subsystem of small and medium-sized enterprises and 

flow from the former to the latter. The abundance of 

environmental resources influences economic structure 

and economic development centering within a region. 

The resource deterioration results in poor innovation 

ability and low entrepreneurial efficiency. Thus, the 

environmental resources subsystem provides control 

effect on the subsystem of small and medium-sized 

enterprises. Normally, more the quantity of small and 

Technical 

Innovation 

Subsystem 

Human 

Resources 

Subsystem 

Environmental 

Resources 

Subsystem 

Subsystem of 

Small and 

Medium-sized 

Enterprises 

Macroeconomic 

Subsystem 



 

 
 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 129-135 Mingpeng Wang, Qiming Sun 

130 
Operation research and decision making 

 

medium-sized enterprises is, larger the contribution they 

make to gross domestic products will be. The 

corresponding taxes will be invested into education and 

R&D through the government’s financial inclination. The 

funds will then flow from subsystem of small and 

medium-sized enterprises to macroeconomic subsystem, 

human resources subsystem and technical innovation 

subsystem, and finally make a fed impact on the 

subsystem of small and medium-sized enterprises. 

 

2.1.2 Description of Variables 

 

The human resources subsystem will explain variation of 

the human capital level with a focus on the level of 

human resources. The technical innovation subsystem 

will explain the extent of knowledge outflow with a focus 

on the level of technical innovations. The environmental 

resources subsystem will explain dependency of 

economic development modes on resources in a region 

with a focus on resource dependency index. The 

macroeconomic subsystem will explain economic 

development trends with a focus on gross domestic 

products. The subsystem of small and medium-sized 

enterprises will explain variation mechanism of the 

existing quantity of small and medium-sized enterprises 

with a focus on total enterprise quantity. 

 

2.2 STRUCTURAL FLOW CHART 

 

2.2.1 Key Feedback Loops 

 

 Total enterprise quantity →+ Gross domestic 

products→+ Taxes →+ Financial revenue →+ 

Financial expenditure →+ Investment on R&D →+ 

Existing R&D quantity →+ Level of technical 

innovations →+ Establishment rate of new 

enterprises →+ Quantity of newly established 

enterprises →+ Total enterprise quantity 

 Total enterprises quantity →+ Gross domestic 

products →+ Taxes →+ Financial revenue →+ 

Financial expenditure →+ Educational investment 

→+ Educational investment coefficient →+ 

Educational coefficient →+ Level of human 

resources →+ Establishment rate of new enterprises 

→+ Quantity of newly established enterprises →+ 

Total enterprise quantity 

 

2.2.2 Flow Positions and Flow Rates 

 

 Flow position: total enterprise quantity, flow rate: 

quantity of newly established enterprises, quantity of 

bankrupt enterprises 

 Flow position: existing R&D quantity, flow rate: 

R&D investment, R&D decrease 

 Flow position: total population quantity, flow rate: 

new population, death population. 

 

2.2.3 Emulation Model 

 

Model emulation is made with the emulator Vensim. The 

structural flow chart is as shown in the Figure2. 

 
FIGURE 2 Emulation model made with Vensim 

 

3 Establishment of Modelling Equations* 

 

3.1 POPULATION-RELATED VARIABLES 

 

The index linear regression† with the birth rate and 

natural growth rate of Chinese population during 1999 

and 2008 and the time is made according to Malthus’ 

theory of population index growth. PBRt (birth rate of the 

population in year t) and PDRt (death rate of the 

population in year t) are obtained as below. 

 

PBRt=23.128·e-0.0326(t-1986)/1000, 

 

PBRt =23.128·e-0.0326(t-1986)/1000-17.622·e-0.0326(t-1986)/1000 

 

It is known from definitions of birth and death rates 

that:  

 
t

t

t-1 t

PB
PBR =

POP +POP /2

     t-1

t

t

2POP
PB =

2-PBR

    t-1

t

t

2POP
PD =

2+PDR  

    

    







t

t

t

diiPDiPB

POPdiiPDiPBPOP

2000

2000
2000

,127627  

where POPt is the total population in year t 

 

3.2 LABOR-RELATED VARIABLES 

 

LRt (the labor proportion): 

LRt=-0.0001·(t-1999)2+0.003·(t-1999)+0.5739, 

                                                           
* All the data used to establish the equation are totally from annual 
China Statistical Yearbook of National Bureau of Statistics. 
† All the linear regressions mentioned in this article are analysed 

through IBM SPSS Statistics 19.0.0, specifically not repeat. 
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Lt=POPt·LRt, 
HRLt (level of human resources in year t): 

HRLt=HRt/HR2000=ECt·Lt/73991.98. 

3.3 EDUCATION-RELATED VARIABLES 

 

EIR (educational investment proportion): 
2009

i

i=2000

EIR

EIR= =12.5168794%
2009-2000+1


 

EIt (educational investment): EIt=FEt·EIR, 

where FEt is the financial expenditure in year t.
 

 

The methodology for calculation of the human capital 

level can be divided into future proceeds method, 

accumulative cost method, education years method and 

income differentiation method. The education years 

method is used for human capital calculation in this 

model because of limited data acquisition and method 

unsuitability. Angus Maddison’s weighting criteria are 

used for the effect of academic qualifications on human 

capital. The weight of tertiary education is 2, and the 

weight of secondary education is 1.4, and the primary 

education is 1. The calculation method is as below: 

HRt (total human resources in year t): 

 t t t
0

HR = α η(t,α) L dα= 2 η(t,2)+1.4 η(t,1.4)+1 η(t,1) L


       

(Where α  is the education extent that is the weight given 

and η(t,α)  is the proportion of the population with 

education extent in the total population in year t) 

ELt (education level in year t):   

tEL 2 η(t,2)+1.4 η(t,1.4)+1 η(t,1)     

EIRt (educational investment coefficient in year t):   

EIRt=EIt/EI2000=EIt/1624.1438 

ECt (educational coefficient in year t):   

ECt=0.021·EICt+0. 997        R2=0.8260 

 

3.4 VARIABLES RELATED TO R&D INVESTMENT 

 

The proportion of Chinese R&D investment in the 

financial expenditure is 34.0% - 44.4% during 2000 and 

2009, and its variable properties and data characteristics 

are similar to those of the educational investment. Thus, 

the same method is used for calculation. 

RNDIR (R&D investment proportion) and RNDIt 

(R&D investment in year t): 
2009

i

i=2000

RNDIR

RNDIR= 3.775725%
2009-2000+1




    

RNDIt=FEt·RNDIR 

 

 
3.5 VARIABLES RELATED TO R&D DECREASE 

 

The R&D will be decreased along with the time. The 

R&D decrease proportion is the proportion between R&D 

decrease in a period and R&D quantity in beginning of 

the period. RNDDR(R&D decrease proportion) and 

RNDDt(R&D decrease in year t) are obtained with testing 

of historical experience data, as specified in this 

document. 

RNDDR=0.2          RNDDt=RNDt·RNDIR 
 

3.6 VARIABLES RELATED TO R&D QUANTITY 

 

The R&D quantity in a period is the sum of R&D 

quantity in the last period and R&D increase in this 

period (that is the difference between R&D investment 

and R&D decrease). Thus, RNDi (R&D investment in 

period i) is: 

RNDi= RNDi-1+RNDIi-RNDDR·(RNDi-1+RNDIi) 

=0.8·(RNDi-1+RNDIi) 

=0.8·[0.8·(RNDi-2+RNDIi-1)+RNDIi] 

…… 

=0.8iRNDI1+0.8i-1RNDI2+……+0.8RNDIi 

 

The R&D quantity in the first period is equal to the 

decreased R&D investment quantity. 

RND1=0.8·RNDI1
 

i
i-p+1

i p

p=1

RND = 0.8 RNDI  

RNDt (R&D quantity in year t) and ILt (the level of 

technical innovations in year t) are: 

 

 

t

t 2000
2000

t

2000

RND = RNDI(i)-RNDD(i) di+RND

= RNDI(i)-RNDD(i) di+1542.807







　　　

        

ILt=RNDt/1542.807 

 

3.7 RESOURCE DEPENDENCY INDEX 

 

The resource dependency index is defined as the ratio of 

fixed assets investment in the mining industry to total 

fixed assets investment, with Auty’s method for dividing 

of regions with abundant and lean resources as well as 

reference to the resource dependency measurement 

method used in China: 

MDIt=MFAIt/ FAIt, 

FAIt (total fixed assets investment in year t) and MFAIt 

(fixed assets investment in the mining industry in year t) 

are obtained: 

FAIt=2086 (t-1999)2-3019(t-1999)+11929       R2=0.9910 

MFAIt=95(t-1999)2-161(t-1999)+497.84         R2=0.9934 
 

3.8 VARIABLES RELATED TO FINANCIAL 

 

FEC (financial expenditure coefficient) and FEt (financial 

expenditure in year t) are: 

FEC=1.018, FEt=FEC·FRt+1821.299, R2=0.9870. 

There are many particular stipulations about taxation 

imposed on small and medium-sized enterprises in China. 

For example, several preferential stipulations involving 

small and medium-sized enterprises are mentioned in 

Section 4 “Tax Preferences” in Law of Corporate Income 
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Tax of People’s Republic of China, such that “the 

corporate income tax will be levied at the tax rate of 20% 

on small and micro-profitable enterprises that meet 

conditions, and the corporate income tax will be levied at 

the tax rate of 15% on high-tech enterprises that should 

get significant national supports”. Therefore, there are 

different tax rates associated with different industries and 

small and medium-sized enterprises with different sizes. 

This study is to investigate the effect of external 

circumstances on creation, development and death of 

small and medium-sized enterprises. Thus, it is feasible to 

find the impact of adjustment to tax rates by considering 

average tax rates as per the ratio of taxes to GDP. 

TAXt=GDPt·TRt 
TRt=0.0051·(t-1999)+0.1269      R2=0.9616

 
FRt=1.167·TAXt -1661.441       R2=1.0000 

 

3.9 VARIABLES RELATED TO BANKRUPT 

ENTERPRISES 

 

In recent years, there are annually 8% - 10% of small and 

medium-sized enterprises going bankrupt in China. Most 

of small and medium-sized enterprises are not in 

existence for more than 5 years. For such enterprises, the 

tax level will influence directly their profit rates and 

dominate the quantity of those going bankrupt. Therefore, 

the enterprise death rate is introduced between the tax and 

the quantity of bankrupt enterprises, and is defined as the 

ratio of bankrupt enterprise quantity to total enterprise 

quantity. It means that bankrupt enterprise quantity is 

equal to the product of total enterprise quantity and 

enterprise death rate. A strong linear relationship between 

enterprise death rate and tax rate is found from data 

adjustment to the enterprise death rate, and its value is 

always kept as about half of the tax rate value. SMEDR t 

(the death rate of small and medium-sized enterprises in 

year t) and SMEDt (the quantity of small and medium-

sized enterprises going bankrupt) are obtained: 

SMEDt=SMEt·SMEDRt, SMEDRt=TRt/2.
 

 

3.10 VARIABLES RELATED TO TOTAL 

ENTERPRISE QUANTITY 

 

The total quantity of small and medium-sized enterprises 

during 2000 and 2004 is estimated with linear regression 

of statistics (after 2005) about the quantity of small and 

medium-sized enterprises that are provided by National 

Bureau of Statistics and iResearch. A medium-sized 

variable called the contribution rate of small and 

medium-sized enterprises is introduced to explain the 

effect of small and medium-sized enterprises on GDP. 

SMEC (contribution rate of small and medium-sized 

enterprises), GDPt (gross domestic products in year t) 

and SMEt (total quantity of small and medium-sized 

enterprises in year t) are obtained:  

SMEC=99.120, 

GDPt=99.120·SMEt -73824.273, R2=0.9840. 

 

 

t

t 2000
2000

t

2000

SME = SMEB(i)-SMED(i) di SME

SMEB(i)-SMED(i) di 1693.313

 

  



　　　

 

 

3.11 POPULATION-RELATED VARIABLES 

 

A medium-sized variable called the establishment rate of 

new enterprises is introduced to explain the effects of 

these three factors on new enterprise quantity. The 

establishment rate of new enterprises is defined as the 

equivalent value of new enterprise quantity in the present 

period to new enterprise quantity in the first period (the 

first period in this model is the year of 2000) as a 

standard. SMEBt (quantity of small and medium-sized 

enterprises newly established) is obtained:  

SMEBt=SMEBRt/280.211,
 

where SMEts and SMEte are total quantity in beginning of 

the period and total quantity at end of the period) 

SMEte=SMEt, SMEDRt=TRt/2, 

 SMEts=SMEte/(1- SMEDRt), 
SMEBt=SMEts-SMEte,     SMEBRt=SMEBt/ SMEB2000 . 

 

4 Inspection of Model Reliability 

 

4.1 STRUCTURAL INSPECTION 

 

The reasonability of model structure determines whether 

emulation can be made in the expected direction and 

whether variation relationships among variables conform 

to basic principles and practical experiences. Key parts of 

this model are obtained with the analysis of numerous 

historical literatures and actual situation about 

establishment and development of small and medium-

sized enterprises in China. The extent to which influence 

factors make impact on the system has been fit from 

actual situation in years. Therefore, the structure of this 

model is basically reasonable and effective in terms of 

basic principles or practical experiences. 
 

4.2 PARAMETER INSPECTION 
 

4.2.1 Dimensional Inspection 
 

The model can be inspected with the function of “units 

check” in Vensim. There would be error prompts if the 

variable dimensions could not be kept consistent. This 

model has been checked to be correct, and this means that 

the variable units are consistent.  
 

4.2.2 Parameter Inspection  
 

The results of model emulation vary with parameters. 

The properness of a parameter value (with positive or 

negative sign) can be indicated by means of goodness of 

fit between variables. Strict regression analysis has been 

used to establish the relationship equations between 

model variables. Thus, regression equations in the model 



 

 
 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 129-135 Mingpeng Wang, Qiming Sun 

133 
Operation research and decision making 

 

have a good fit. There are strong significance correlation 

and significance from a statistic view, so it is believed 

that model parameters are reasonable and effective. 

Parameter intervals in the emulation cycle are 

inspected. For example, the interval inspection is made 

for tax rate, labour proportion, financial expenditure 

coefficient, etc. It is found that parameter intervals are 

within a reasonable range. Detailed inspection processes 

are not mentioned any more. 
 

4.3 HISTORICAL INSPECTION 
 

The error analysis is performed for part of important 

variables in the model, such as total enterprise quantity, 

GDP, financial expenditure, total population, tax, fixed 

assets investment, educational investment, R&D 

investment, financial investment, fixed assets investment 

in the mining industry, new enterprise quantity, bankrupt 

enterprise quantity, etc. 
 

4.3.1 Relative Error  
 

The ratio of the difference between emulation data and 

real data to the real data is used as the relative error of 

variable emulation results. In the equation, eit represent 

the relative error of emulation data to real data that are 

associated with variable i in year t, and xit represents 

historical data associated with variable i in year t, and yit 

represents emulation data, and i(i=1,2,3…) represents 

variable i and t represents year t: 

it

itit

it
x

yx
e


  

There are no absolute inspection criteria in theoretical 

studies with the system dynamics. However, it is 

described in the book called Econometrics written by Li 

Zinai that emulation results could be considered as 

having good predictability if the value of relative error eit 

for more than 70% of variables is less than 5% and the 

relative error for all variables is within 10%4. Calculation 

of the relative error is performed with use of far variables 

in the feedback loop as good as possible in order to 

reflect model reliability, because most of close variables 

have a strong explanatory relationship with each other. It 

can be seen from the above table that the errors of 

important variables observed through emulation such as 

total enterprise quantity, GDP and total population are 

within 10%, and particularly the error of total enterprise 

quantity is within 2%. Thus, relative errors in the model 

are small (see Table 1). 

TABLE 1 Emulation and Real Data and Relative Errors 

Year 

Total enterprise quantity GDP Total population 

Emulation Real Error Emulation Real Error Emulation Real Error 

2005 2793 2836 1.50% 198067 184937.4 7.10% 130477 130756 0.21% 

2006 3093 3152 1.87% 227770 216314.4 5.30% 131085 131448 0.28% 

2007 3435 3453 0.51% 261681 265810.3 1.55% 131651 132129 0.36% 

2008 3827 3850 0.58% 300577 314045.4 4.29% 132179 132802 0.47% 

2009 4279 4292 0.29% 345350 340506.9 1.42% 132669 133474 0.60% 

4.3.2 Mean Square Percentage Error 
 

The mean square index for the relative error of variables 

in periods is used to calculate the mean square percentage 

error of variables (see Table 2). In the equation, ei 

represents the mean square percentage error of variable i, 

and eit represents the relative error of emulation data to 

real data that are associated with variable i in year t, and i 

(i = 1, 2, 3…) represents variable i, and t (t = 2000, 

2001…2020) represents year t: 
n

iti nee
1

2 / . 

TABLE 2 Mean Square Percentage Error 

Variable Error 

Total enterprise quantity 0.89% 

GDP 2.62% 

Financial expenditure 4.80% 

Total population 0.29% 

Tax 4.82% 

Fixed assets 18.07% 
Educational investment 3.72% 

R&D investment 4.81% 

Financial revenue 4.62% 

Mining industry 3.57% 

New enterprises 3.65% 
Bankrupt enterprises 2.78% 

 

Similarly, emulation results could be considered as 

having good predictability if the value of mean square 

percentage error ei for more than 70% of variables is less 

than 5% and the mean square percentage error for all 

variables is within 10%. 
It can be seen from the above table that mean square 

percentage errors of all variables are within 5%, and only 

ei for fixed assets investment is 18.07%. 

 

5 Model emulation results and conclusions 

 

It is expected that the quantity of small and medium-sized 

enterprises in China will be 181,129,000 by the year of 

2020, which is increased by 138,209,000 from 

42,920,000 in 2009 and at the composite annual growth 

rate of 12.7485%. GDP will be RMB 171.653 trillion by 

the year of 2020, which is increased by RMB 137.6024 

trillion from RMB 34.0506 trillion in 2009 and at the 

composite annual growth rate of 14.4311%. 
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FIGURE 3 The Emulation Result for Quantity of Small and Medium-sized Enterprises 

 

  
 

FIGURE 4 The Emulation Result for Population Quantity(1:Total, 

2:Birth, 3:Death) 

 

FIGURE 5 The Emulation Result for Finance(1:Eduacational, 2:R&D, 

3:Expenditure, 4:Revenue) 
 

  
 

FIGURE 6 The Emulation Result for the Establishment Rate of 

Enterprise(1:HR, 2:R&D, 3:Dependency, 4:SMEBR) 

 

FIGURE 7 The Emulation Result for Resource Dependency(1:Asserts 

investment in mining, 2:Total) 
 

The quantities of birth population and death 

population are decreasing annually, but the decrease of 

birth population is obviously larger than the quantity of 

death population. Thus, the total population is still 

increasing but at a growth rate that slows down gradually. 

The establishment rate of new enterprises increases 

with constantly improved levels of human resources and 

technical innovations, but the resource dependency index 

is basically kept unchanged. The level of human 

resources is influenced in its way of increasing by 

slowdown of the population growth, and this causes 

slowdown of the growth of new small and medium-sized 

enterprises. The quantity of R&D investment is then 

influenced indirectly through the feedback loop, leading 

to a slight prevention effect. This can be seen from 

distance variation of the curve representing levels of 

technical innovations and human resources. The growth 

of educational investment also slows down due to the 

effect of level of human resources, but not significantly. 

Taxes keep growing synchronously with GDP. Tax 

rates are increasing but to a small extent from a statistic 

view, so it is believed that model parameters are 

reasonable and effective. 
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Abstract 

This article is about the coordination issue of the logistics service supply chain leading by the functional logistics provider (FLP). 

The service supply chain is consisted of the risk-neutral FLP and the loss-averse logistics integrator (LI), and the contract model of 

the wholesale price and buyback contract model are established. The study found that the wholesale price contract cannot coordinate 

the supply chain, but the introduction of the buyback contract can stimulate the LI to increase the order quantity of the logistics 
capacity, reaching the level of the centralized logistics service supply chain and finally it is verified through examples.  
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1 Introduction 

 

The logistics service supply chain (LSSC) is a new 

service supply chain, which is composed with logistics 

service integrators (LSI) and the functional logistics 

provider (FLP). LSI integrates all kind of FLPs’ 

resources such as warehouse, transportation, distribution 

in order to supply integrated logistics services to 

customers (Choy et al. 2007) [1]. The logistics service 

supply chain is formed in order to adapt to the needs of 

the customers and the growth and development of the 

logistics enterprises. In essence, the LSSC is a service 

supply chain on the basis of capability collaboration (Lisa 

et al., 2004) [2], and its key operation problems is 

coordinating all of the enterprises in the chain. The 

supply chain contract is an important method to achieve 

the supply chain coordination [3]. 

Berglund (2000) researched the cooperation of 

logistics enterprises, he designed such buyback contract, 

i.e. when the third party logistics provider provides 

higher purchase price, the FLP buys back the unused 

service capacity with certain price discount to encourage 

the cooperation intent of the third logistics provider [4]. 

Liu (2008) considered the two-echelon supply chain 

structure with single period consisting of a FLP and a LI, 

established the LSI’s cost model and the FLP’s profits 

model with or without the capability collaboration 

restraint respectively, and also gave the capability 

coordination model under Stackelberg decision [5]. Gui 

et al. (2009) studied the two echelon logistics supply 

chain with one logistics service integrator and one 

functional logistics service provider, and developed the 

mathematical model of centralized coordination, 

Stackelberg game coordination and competitive aligned 

coordination based on the market characterized by a price 

sensitive random demand [6]. Liu (2010) studied the 

optimal revenue-sharing coefficient in three echelon 

logistics service supply chain in a stochastic demand 

environment [7]. Hu et al. (2011) studied the two echelon 

logistics supply chain with one logistics service integrator 

and one functional logistics service provider, and studied 

the coordination of buyback contract considering 

different quantity discount [8]. Liu et al. (2012) studied 

the quantity coordination of capability collaboration for 

multi-period-oriented two-echelon logistics service 

supply chain with Stackelberg decision-making [9]. Gui 

et al. (2012) studied the coordinating problem of logistics 

service supply chain under uncertain supply capacity, and 

proposed a payback contract to coordinate logistics 

service supply chain under deterministic and stochastic 

demand [10]. All these papers studied the quality 

coordination contract, quantity discount contract, 

buyback contract, revenue sharing contract in two or 

three echelon LSSC, but these models are based on the 

risk neutrality. They did not consider the behavioural 

issues in LSSC. Therefore, it is significant to study the 

coordination of LSSC considering the behavioural issues. 

This article takes the viewpoint of prospect theory rather 

than risk neutrality to describe the LSI’s decision-making 

behaviour in a FLP-leading logistics service supply chain 

[11]. The article studies the wholesale price contract 

coordination and buyback contract coordination 

considering LSI as a loss –averse decision maker. 
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2 Decision Model of the Logistics Service Supply 

Chain 

 

2.1 BASIC ASSUMPTIONS 

 

This article takes into consideration of such situation in 

the logistics service market, i.e. certain FLP has absolute 

market advantage within its covered area coverage. When 

it joins in a certain logistics service supply chain as a 

FLP, the LI must cooperate with this powerful FLP out of 

the necessity of business development. Therefore, the 

logistics service supply chain leading by the functional 

logistics provider is formed [12]. 

Taking into consideration of a system model of LSSC 

with two stages and single cycle, this supply chain is 

consisted of two members, including the upstream FLP 

and downstream LI, and they can only have trade with 

single logistics capacity. The LI has the random logistics 

service needs. If the market demand is a non-negative and 

consecutive random variable, with the mean value of  , 

the probability density function of  xf  and cumulative 

distribution function of  xF . 
F  represents the inverse 

function of the cumulative distribution function of the 

random demand. All of the market demands of the LI are 

ordered from the FLP. According to the result of the 

market demand forecast, the logistics capacity of the LI 

from the professional logistics provider is q  of the order 

quantity, the FLP transfers the price w  with unit capacity 

to provide such logistics capacity for the LI according to 

the capacity order requirement of the FLP and uses this 

logistics capacity to provide the relevant logistics 

services when it executes the logistics solution of the 

logistics demander. The costs related to the logistics 

capacity of the FLP include two parts: one part is the cost 

caused at the logistics capacity investment, with the 

discounted present value of sfc  and the other part is the 

logistics capacity operation cost of svc  when the LI 

provides logistics service. The operation cost of the LI is 

Ic , when the logistics capacity is excess, the unused 

logistics capacity of the LI causes no operation cost. At 

the end of the cycle, the FLP buys back the unused 

logistics capacity of the LI with the price of b . If there is 

out of stock, the overall stockout loss of the supply chain 

is g , the stockout loss of the integrator is Ig  and the 

stockout loss of the provider is sg . The   represents the 

profit, U  represents utility,  E  represents the 

expected profit and  UE  represents the expected utility. 

The subscript c  represents the centralized supply chain, 

I  represents the LI, s  represents the FLP, sc  represents 

the decentralized supply chain and * represents the 

optimum strategy of the merchant. If the unit logistics 

capacity price p  of the LI is exogenously given, it 

assumes that svsf ccwp  , Icwp  , 

svcbw   in order to guarantee the profit of the 

integrator and FLP.  

 

2.2 THE DECISION UNDER THE INTEGRATED 

LOGISTICS SERVICE SUPPLY CHAIN 

 

First, the logistics service supply chain should be 

considered as a centralized decision system. It is assumed 

that it is the risk neutral. The cost of the centralized 

logistics service supply chain is the sum of the integrator 

cost and function provider cost, that is svsfI cccc  . 

If there is any out of stock, the stockout loss of the 

centralized supply chain is the sum of the stockout loss of 

integrator and stockout loss of function provider, that is 

sI ggg  . The profit of the centralized logistics 

service supply chain is  

( ) ,

( ) ( ),

I sv sf

c
I sv sf

p c c x c q x q

p c c c q g x q x q


   
 

     
 (1) 

The expected profit of the centralized logistics service 

supply chain is  

0

( ) [( ) ] ( )

[( ) ( )] ( )

q

c I sv sf x

I sv sf x

q

E p c c x c q f x d

p c c c q g x q f x d





    

    





 (2) 

Doing the first and second order derivative of q  for 

(2), due to 

2

2

( )
0cE

q





, ( )cE   is the concave function 

of q . Therefore, the existing optimum order quantity 

makes the centralized logistics service supply chain get 

the maximum expected profit with 
( )

0cE

q





, and the 

optimum order quantity 
*
cq  of the centralized logistics 

service supply chain meets 

*( )
I sv sf

c

I sv

p c c c
F q

p c c g

  


  
 (3) 

The decision of the centralized logistics service 

supply chain provides an ideal decision result, providing 

a benchmark for the design of the coordination contract 

of the logistics service supply chain. 
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2.3 THE DECISION UNDER THE DECENTRALIZED 

LOGISTICS SERVICE SUPPLY CHAIN 

 

It is assumed that the decision maker has loss aversion; 

the initial wealth is 0w  (at the beginning of the cycle). If 

the profit or loss at the end of the cycle is higher or lower 

than the initial level, the loss aversion function of the 

decision maker is piecewise linear. 

0 0

0 0

,
( )

( ),

w w w w
U w

w w w w

 
 

 
 (4) 

1   defines the level of the loss aversion, w is the 

final wealth at the end of the cycle. If =1 , the decision 

maker has the risk neutral. The higher the value of  , the 

higher loss aversion level of the decision maker. For easy 

application, 00 w  is in the literature [13]. 

 

2.4 THE LI AND FLP’S DECISION UNDER 

WHOLESALE PRICE CONTRACT  

 

In the logistics service supply chain managed by the FLP, 

the FLP is predominant. According to the viewpoint of 

behavioural agency theory, the diversity can be employed 

to decrease the risk, so it is assumed that the FLP is risk 

neutral. Whereas the LI is in the bad situation and cannot 

diversify, so it is assumed that the LI is loss aversion. It is 

assumed that the FLP first offers the wholesale price for 

the LI; the LI determines the logistics capacity order 

quantity according to the wholesale price [14]. 

When the logistics capacity order quantity of the LI is 

q , the profit of the LI is 

( ) ,
( , , )

( ) ( ),

I

I

I I

p c x wq x q
x q w

p c q wq g x q x q


  
 

    
 (5) 

It is assumed that the corresponding market demand 

of the profit break-even point of the LI is Iq , 

  0,, wqxI , the profit break-even point of 

I

I

w
q q

p c



 and 

I I
I

I

p c w g
q q

g

  
  can be got. 

If 1

I

w
k

p c



, 2

I I

I

p c w g
k

g

  
 , when 

1[0, )x k q  and 2( , )x k q  , 0I  . 

The expected profit function of the LI is 

0

[ ( , , )] [( ) ] ( )

[( ) ( )] ( )

q

I I

I I

q

E x q w p c x wq f x dx

p c w q g x q f x dx





   

   





 (6) 

The expected utility loss of the LI is  

1

2

0

( , ) ( 1) [( ) ] ( )

( 1) [( ) ( )] ( )

k q

I I I

I I I

k q

L q w p c x wq f x dx

p c w q g x q f x dx







   

     





 (7) 

The expected utility of the LI is  

[ ( ( , , ))] [ ( , , )] ( , )I I IE U x q w E x q w L q w    (8) 

The decision goal of the LI is to maximize its 

expected utility in the context of given wholesale price by 

the function provider and doing the first and second 

derivative of q  for (8). 

2

1

[ ( ( , , ))]
( )[ ( ) ( 1) ( )]

[ ( ) ( 1) ( )]

I

I I I

I

E U x q w
p c w g F q F k q

q

w F q F k q







     



  

 (9) 

2 2

12

2

2

[ ( ( , , ))]
( 1) ( )

( )
( ) ( ) ( 1) ( ) 0

I

I

I

I I

I I I

I

E U x q w w
f k q

p cq

p c w g
p c g f q f k q

g







  



  
     

 (10) 

[ ( ( , , ))]IE U x q w  is the concave function of q , if 

[ ( ( , , ))]
0IE U x q w

q





 in (9), the gained optimum 

logistics capacity order quantity 
*
Iq  of the LI under the 

wholesale price contract meets 

* *
2

* *
1

( )[ ( ) ( 1) ( )]

[ ( ) ( 1) ( )] 0

I I I I I

I I I

p c w g F q F k q

w F q F k q





    

   
 (11) 

Using the optimum order quantity 
*
Iq  under the 

wholesale price contract of the LI to do the derivative for 

the stockout loss Ig  can get 

* 2 *

2 *2

[ ( ( , , ))]
0

[ ( ( , , ))]

I I I I

I I I

q E U x q w q g

g E U x q w q





   
 

  
 (12) 

Equation (12) shows that the optimum order quantity 

of the LI will increase along with the increase of the 

stockout loss under the wholesale price contract. 

When the logistics capacity order quantity of the LI is 
*
Iq , the profit of the FLP is  



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 136-142 Fen Wang, Jianping Chen 

139 
Operation research and decision making 

 

* * *

* *

,
( )

( ) ,

I sf I sv I

s

s sf sv I s I

wq c q c x x q
w

w g c c q g x x q


   
 

    

 (13) 

If the FLP is the risk neutral, the expected profit of the 

FLP is 

*

*

*

0

*

[ ( )] [( ) ] ( )

[( ) ] ( )

I

I

q

s sf I sv

s sf sv I s

q

E w w c q c x f x dx

w g c c q g x f x dx





  
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



 (14) 

The decision goal of the FLP is to offer the wholesale 

price for the LI to make its profit maximum. The order 

quantity q  of the LI is the function of the wholesale 

price w , using the expected profit of the FLP [ ( )]sE w  

to do the first derivative for w , can get  

*
* *[ ( )]

[ ( ) ( )]s I
I sf s sv I

E w q
q w c g c F q

w w

 
    

 
 (15) 

The optimum wholesale price 
*w  of the FLP meets 

(16). 

*
* * *[ ( ) ( )] 0I
I sf s sv I

q
q w c g c F q

w


    


 (16) 

Theorem 1 If the LI and FLP both have the optimum 

strategy, the order quantity of the LI will decrease along 

with the increase of the wholesale price. 

It can be known from (16), the first item on the left 

side is positive number and the second item is positive 

number, so
*( ) / 0Iq w w   , the order quantity decreases 

along with the increase of the wholesale price. 

If the order quantity of the loss-averse LI * *

I cq q , 

there must be 

* *

2

* *

1

( )[ ( ) ( 1) ( )]

[ ( ) ( 1) ( )] 0

I I c I c

c I c

p c w g F q F k q

w F q F k q





    

   
 (17) 

* *
2

* *
1

( ) ( )[ ( ) ( 1) ( )]

[ ( ) ( 1) ( )]

I I I c I c

c I c

A g p c w g F q F k q

w F q F k q





     

  
 

when 0Ig  , 
*

2 ck q  , 
*

2( ) 0cF k q  , if you 

want ( ) 0IA g  , then 

* *
1[( ) ( )] / [( 1) ( ) 1]I c I cw p c F q F k q    , let 

* *
0 1[ ,( ) ( )] / [( 1) ( ) 1]sf sv I c I cw c c p c F q F k q     , 

0w w , then 
0

( ) 0lim
I

I
g

A g


 . 

When Ig , ( )IA g  , then 

( ) 0lim
I

I
g

A g


 , because the optimum order quantity of 

the LI increase along with the increase of the stockout 

loss, for 0w , 
0
Ig  must exist and 

0( ) 0
I

A g  . When 

0(0, )
IIg g , the logistics capacity order quantity of the 

LI 
* *

I cq q ; when 
0( , )
IIg g  , the logistics capacity 

order quantity of the LI 
* *

I cq q . Now, people pay much 

attention to 
0(0, )
IIg g , the wholesale price contract 

cannot coordinate LSSC, so consider to introduce the 

buyback contract to know whether it can coordinate the 

supply chain. 

 

2.5 THE LI AND FLP’S DECISION UNDER 

BUYBACK CONTRACT  

 

When the wholesale price contract cannot coordinate 

the LSSC, consider introducing the buyback contract 

( , )bw b , b  represents the buyback price of the FLP and 

the coordination condition of the LSSC under the contract 

is researched. 

When the FLP offers the contract ( , )bw b , the 

logistics capacity order quantity of the LI is bq  and the 

profit of the LI is 

 

   
 








bIbIbI

bbbI

bI

qxxgqgwcp

qxqbwxbcp

bwqx

,

,

,,,

 (18) 

It is assumed that the corresponding market demand 

of the profit break-even point of the LI is Iq , 

( , , , ) 0I bx q w b  , the profit beak-even point of 

b
I b

I

w b
q q

p c b




 
 and 

I b I
I b

I

p c w g
q q

g

  
  can 

be got. If 1
b

b

I

w b
k

p c b




 
, 2

I b I
b

I

p c w g
k

g

  
 , 

when 1[0, )b bx k q  and 2( , )b bx k q  , 0I  . 

The expected profit function of the LI is  
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  

      

    









b

b

q

IbIbI

q

bbI

bbI

dxxfxgqgwcp

dxxfqbwxbcp

bwqxE

0

[

,,,

 (19) 

The expected utility loss of the LI is 

1

2

0

( , , ) ( 1) [( ) ( ) ] ( )

( 1) [( ) ] ( )

b b

b b

k q

I b b I I b b

I I b I b I

k q

L q w b p c b x w b q f x dx

p c w g q g x f x dx






     

     





 (20) 

The expected utility of the LI under the buyback 

contract is  

[ ( ( , , , ))] [ ( , , , )] ( , , )I b b I b b I b bE U x q w b E x q w b L q w b    (21) 

The decision goal of the LI is to maximize its 

expected utility in the context of given wholesale price 

and buyback price by the FLP and doing the first and 

second derivative of bq  for (22) 

2

1

[ ( ( , , , ))]
( )[ ( ) ( 1) ( )]

( )[ ( ) ( 1) ( )]

I b b

I b I b I b b

b

b b I b b

E U x q w b
p c w g F q F k q

q

w b F q F k q







     



   

 (22) 

2 2

22

2

1

[ ( ( , , , ))] ( )
( 1) ( )

( )
( ) ( ) ( 1) ( )

I b b I b I

I b b

Ib

b

I I b I b b

I

E U x q w b p c w g
f k q

gq

w b
p c g b f q f k q

p c






   
  




     



 (23) 

It can be known from (23) that 
2

2

[ ( ( , , , )]
0I b b

b

E U x q w b

q





, [ ( ( , , , ))]I b bE U x q w b  is 

the concave function of 
bq , if 

[ ( ( , , , ))]
0I b b

b

E U x q w b

q





 in (21), the gained 

optimum logistics capacity order quantity *

bq  of the LI 

under the buyback contract ( , )bw b  meets (24) that is 

* *
2

* *
1

( )[ ( ) ( 1) ( )]

( )[ ( ) ( 1) ( )] 0

I b I b I b b

b b I b b

p c w g F q F k q

w b F q F k q





    

    
 (24) 

When the logistics capacity order quantity of the LI is 

bq , the profit of the FLP is  

( ) ( ) ,
( , )

( ) ,

b sf b sv b

s
b s sf sv b s b

w c b q c b x x q
w b

w g c c q g x x q


    
 

    
 (25) 

The expected profit of the FLP is 

0

[ ( , )] [( ) ( ) ] ( )

[( ) ] ( )

b

b

q

s b b sf b sv

b s sf sv b s

q

E w b w c b q c b x f x dx

w g c c q g x f x dx





    

    





 (26) 

Theorem 2 The buyback contract can coordinate the 

logistics service supply chain leading by the FLP. 

Demonstration: in the buyback contract ( , )bw b , put 

* *

b cq q  into (23) can get (26) 

* *
2

* *
1

* *
1

* *
1

( )[ ( ) ( 1) ( )]
( )

( ) ( 1) ( )

[ ( ) ( 1) ( )]

( ) ( 1) ( )

I b I c I b c
b

c I b c

b c I b c

c I b c

p c w g F q F k q
b w

F q F k q

w F q F k q

F q F k q









    


 

 


 

 (27) 

Put ( )bb w  into (26), when 
[ ( , )]

0s b

b

E w b

w





, you 

can get the value of 
*
bw  and 

*b . It shows that the 

buyback contract can coordinate the logistics service 

supply chain. 

According to the above-mentioned process, the 

analytic solution of the optimum wholesale price and 

buyback price can be got. 

 

3 Numeric Analysis 

 

It is assumed that the market demand is object to the 

uniform distribution ]5000,0[Ux , the retail price 

14p  , the stockout loss of the LI 2Ig  , the operation 

cost of the integrator 1Ic  , the stockout loss of the FLP 

2sg  , the unit logistics capacity discount cost of the 

FLP 3sfc  , the unit logistics capacity operation cost 

1svc  , the loss aversion coefficient of the LI I  and the 

FLP is risk neutral. If the loss aversion coefficient of the 

LI I  is 1.5, 2, 2.5, 3, 4 respectively, it can be calculated 

that the optimum order quantity 
*

cq  of the centralized 

logistics service supply chain is 2,183 and the expected 

profit is 1,3905.4. You can get the optimum order 
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quantity and optimum wholesale price under the 

wholesale price contract from (11) and (16), please see 

Figure 1, from which you can know that the order 

quantity of the LI is less than the optimum order quantity 

of the centralized supply chain. Figure 1 verifies the 

theorem 1.When the LI and FLP both have the optimum 

strategy under the wholesale price contract, the order 

quantity of the LI decreases along with the increase of the 

wholesale price. 

Under the buyback contract, the wholesale price and 

buyback price can be got through calculation, please see 

Figure 2. Along with the increase of the loss aversion 

coefficient, the wholesale price increases and the buyback 

price decreases. 

The expected utility of the FLP under the wholesale 

price contract can be got through the calculation of (14), 

and the expected utility of the FLP under the buyback 

contract can be got through the calculation of (26), see 

Figure 3, which shows that under these two contracts, the 

expected utility of the provider increases along with the 

increase of the loss aversion coefficient of the LI; when 

the loss aversion coefficient is identical, the expected 

utility of the FLP under the wholesale price contract is 

smaller than that under the buyback price contract. 

 

Figure 1 Optimum Strategy under Wholesale Price

Contract
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Figure 2 Loss-averse Coefficient and Price
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Figure 3 Lose-averse Coefficient of LI and Expected Utility of FLP
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The total expected utility of the supply chain under the 

two contracts can be got through calculation, please see 

Figure 4, from which we can know that, 1) the total 

expected utility of the whole supply chain decreases 

along with the increase of the loss-averse coefficient 

under these two contracts, 2) when the loss-averse 

coefficient is identical, the total expected utility of the 

supply chain under the wholesale price contract is smaller 

than that under the buyback contract. 

Figure 4 Loss-averse Coefficient of LI and Expected Utility
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This example shows that the buyback contract can 

coordinate the logistics service supply chain and 

encourage the LI to order according to the optimum 

logistics capacity order quantity of the centralized 

logistics service supply chain and verifies the theorem 2. 

 

4 Conclusions 

 

This article researches the coordination issue of the 

buyback contract with two-layer logistics service supply 

chain and single stage managed by the FLP and the LI is 

considered to be the decision maker with loss aversion. 

The research finds that due to the loss–averse 

characteristic of the LI, its capacity order quantity is 

lower than the optimum capacity order quantity of the 

centralized supply chain under the wholesale price 

contract. The introduction of the buyback contract can 

encourage the LI to order according to the optimum 

capacity order quantity of the centralized supply chain to 

coordinate the logistics service supply chain. The FLP 

gets more utilities by using its predominant role. The 

two-layer logistics service supply chain coordination 

FIGURE 1 Optimum strategy under wholesale price contract 

FIGURE 2 Loss-averse coefficient and  price  

FIGURE 4 Loss-averse coefficient  of LI and expected utilility  

FIGURE 4 Loss-averse coefficient  of LI and expected utilility of FPL  
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leading by the LI taking into consideration of the 

behaviour factor, three-layer logistics service supply 

chain coordination taking into consideration of the 

behaviour factor, multiple stages coordination of the 

logistics service supply chain coordination taking into 

consideration of the behaviour factor and the logistics 

service supply chain coordination taking into 

consideration of the behaviour factor of the decision 

maker under the condition of information asymmetry can 

be further researched in future. 
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Abstract 

The traditional project scheduling problem only considers the logical constraints. However, there is a need to consider the resources 

such as labour, capital and other constraints. Resource constrained project scheduling problem (RCPSP) integrates logic and resource 

constraints, which are closer to the actual scheduling. And most of these problems belong to NP-hard problem, which have certain 

difficulty in solving process. And therefore, there is a very important significance to study in the RCPSP, especially in the theory and 

application. Among the many the RCPSP models, resource constrained project scheduling problem is the most fundamental, but also 

the most basic model. Most RCPSP research has focused on a single project scheduling problem. The main content of this article 

describes the single resource constrained project scheduling problem and establishes the according model. Then, it studies how to use 

heuristic priority rules for solving the single project scheduling problem. In addition, this paper finally simulates a single project 

scheduling as an example of mold production and solves it by using the heuristic algorithm based on priority rules in order to verify 

the effectiveness of the algorithm. It combines with the different schedule generation schemes and priority rules as well as compares 

the different solution results. The final outcome indicates that the combination of different priority rules and schedule generation 
schemes would influence the single project scheduling results. 

Keywords: resource constraints, project scheduling, heuristic priority rules 
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1 Introduction 

 
Project scheduling is one of the most important 

procedures in project management. How to deal with the 

various tasks in the project schedule is crucial for the 

project management. Generally speaking, the project 

scheduling is based on the scheduling objective, based on 

certain human, material and financial resources, based on 

the sequence of execution of each task. Through the 

reasonable arrangement, a reasonable schedule scheme is 

eventually emerging. 

Usually, the project scheduling tools include Gantt 

chart and network plan technology. The earliest one is the 

Gantt Chart [1]. Gantt chart indicates the execution order 

of the tasks and the time parameters, so that the project 

members can intuitively understand each task starting 

time and the order of execution, which can effectively 

evaluate the whole project scheduling process. The 

network planning technology [2] is the emerging 

technology developed in the mid 50's twentieth Century, 

then is quickly popular into the project scheduling field. 

With the development of network technology, it produces 

two core technologies: the critical path method, CPM and 

plan evaluation and review technique, PERT [3]. The 

network planning techniques could demonstrate the entire 

process of project scheduling, which could be used to 

describe the constraints between each task. Its structure is 

illustrated in figure 1. Other methods, such as critical 

path method, plan evaluation and review technique have 

some serious limitations in the project task scheduling. It 

assumes that the constraint does not exist in the task 

allocation process. Accordingly, this article adopts a 

heuristic method to solve the resource constrained project 

scheduling problem. The article is organized as follows: 

the second section discusses the single project scheduling 

problem and the corresponding mathematical model; the 

third section elaborates the heuristic algorithm for solving 

project scheduling problem based on priority rules; the 

fourth section verifies the proposed algorithm by 

introducing an example of the single project scheduling 

in mold production; the last one is the summary and 

analysis and prospects for future research. 
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FIGURE 1 The network structure diagram. 

 

2 An analysis and model establishment of project 

scheduling problem 

 

Resource constrained single project scheduling problem 

(RCSPSP) [4] refers to the RCPSP problem which is for 

single project scheduling. The model is only applied to a 

project scheduling, logical and resource constraints 

between each task. It only considers renewable resources 

for each task specific constraints. 

In a single project scheduling, the project includes J 

tasks. Structure for the project consists of a single code 

network chart (AON), where the nodes in the graph 

represent the task of the project, and directed arrows 

represent the constraint relationship between tasks. The 

first node and the last node are task 0 and task map in J 

respectively, which denotes the start time and end time 

for project. Moreover, execution time is 0 and there is no 

need to allocate resources. All tasks in the project have 

their corresponding duration dj, start time STj and end 

time FTj. 

In the single project scheduling, there are constraints 

between each task. These constraints are usually referred 

to logical constraints and resource constraints. Logical 

constraints are described in specific performance for the 

precedence relation constraint among tasks. Each task 

must wait until its former task completed, i.e. the 

following up task is constraint by the former task. 

Secondly, as the unique to RCPSP resource constraints, 

they are usually referred that in the task execution process, 

each task needs to allocate different resources, and the 

number of resources is limited. The resource constraints 

are expressed as follows: in a K renewable resources in 

single project scheduling, the total resources of 

k(k=1,2,…,K) is Rk. The task j is required the renewable 

resources amount rjk in the process of implementation. 

Then the constraint relationship is tkRr
tJ IA kjk ,, 

. 

In resource constrained project scheduling problem, 

there is another important condition, besides the time 

parameters of the task constraint, which is objective 

function, the project optimization goal. At present, the 

objective function of time scope and resource scope are 

very popular in the single project scheduling. For the 

objective function of time scope, there are the minimum 

duration minFTJ, minimum project delay minmax{0,FTj-

dj}, while for the objective function of resource scope, 

there is most common one minimum resource total cost 

k kk RC )(min . 

 

TABLE 1 The symbol lists of single project scheduling model 

Symbol Explanation 

j task index, j=1,2,…,J (J denote the total number of 
tasks) 

t time index, t=0,1,2,…,T (T denotes the upper limit of  
project makespan) 

k resource index, j=1,2,…,K (K denotes the total number 
of renewal resources required by a project) 

dj the duration of task j 

Pj a immediate predecessor set of task j 

Sj a immediate successor set of task j 

STj the start time of task j 

FTj the finished time of task j 

R the renewal resource set required by a project 

Rk the amount of resource k 

rjk the amount of resource k take j requires 

It the execution task set at time t 

 

According to the resource constrained project 

scheduling problem description, usually in a single 

project scheduling, the most common objective function 

is the minimum total duration. After meeting the logical 

constraints and resource constraints, there are reasonable 

arrangements for the task scheduling order, so that it 

produces the shortest total duration. The single project 

scheduling model in this paper proposes minimum total 

duration as its objective function. Accordingly, there are 

hypotheses below. 

(1) For the precedence constraints, it only considers 

immediately executed task after the former task 

completed. 

(2) The objective function is minimizing the project 

duration. 

(3) Each project could not be interrupted, non 

suspension. 

(4) The renewable resource constraints are concerned 

only. 

The single project scheduling mathematical model of 

symbol is list in table 1. The mathematical model is 

established as follow. 

Min FTj (1) 

jPhFTST jhj  ,,  (2) 

tkRr

tJ IA

kjk ,,


 (3) 

jSTj  ,0
 

(4) 

where formula (1) is the minimum  total duration 

objective function; formula (2) is the precedence 
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relationship constraints, formula (3) is the resource 

constraint; formula (4) is the non negative constraint. 

When solving the resource constraint of single project 

scheduling problem model, it is essential to find a 

suitable schedule for each task to determine a reasonable 

start time to meet the constraint conditions. The project 

schedule can be represented as an array, namely S=(s1, 

s2,…, sJ). Figure 2 shows a single project scheduling 

example of J=9. The project has a renewable resource 

only, i.e. K=1, the total amount of resources R=4. Each 

task's duration and resource requirements are remarked in 

the AON diagram. Task 1 and task 9 are the start task and 

the finish task respectively, which do not take up any 

resources. 

 

FIGURE 2 The single project scheduling paradigm. 

 

3 Solution to the project scheduling problem based on 

priority rules 

A heuristic algorithm is proposed by Kelly. Project 

scheduling is concerned with single-item or small batch 

production where scarce resources have to be allocated to 

dependent activities over time. More specifically, the 

exact and heuristic algorithms for the single-mode and 

the multi-mode case are reviewed, for the time–cost 

trade-off problem, for problems with minimum and 

maximum time lags, for problems with other objectives 

than make span minimization [5]. The well-known 

resource-constrained project scheduling problem 

(RCPSP) summarizes and categorizes a large number of 

heuristics that have recently been proposed in the 

literature. Most of these heuristics are then evaluated in a 

computational study and compared on the basis of our 

standardized experimental design. Therefore, the 

researchers have put forward the different solutions based 

on heuristic algorithm [6]. 

A new heuristic called self-adapting genetic algorithm 

employs the well-known activity list representation and 

considers two different decoding procedures. An 

additional gene in the representation determines which of 

the two decoding procedures is actually used to compute 

a schedule for an individual. This allows the genetic 

algorithm to adapt itself to the problem instance actually 

solved. Computational experiments show that the 

proposed heuristic is among the best ones currently 

available for the RCPSP [7]. Because this algorithm is 

relatively simple, it is quite popular. With the RCPSP 

expansion and model complexity, the efficiency of a 

heuristic algorithm for single channel is greatly reduced. 

The project scheduling problem involves the 

scheduling of project activities subject to precedence 

and/or resource constraints. Despite all these efforts, 

numerous reports reveal that many projects escalate in 

time and budget and that many project scheduling 

procedures have not yet found their way to practical use. 

Herroelen [8] provides a generic hierarchical project 

planning and control framework that serves to position 

the various project planning procedures and discuss 

important research opportunities, the exploration of 

which may help to close the theory-practice gap [8]. The 

heuristic algorithm with various combinations of 

schedule generation mechanism and priority rule is called 

multi channel algorithm. The following ones are the 

common multi channel heuristic algorithms. 

(1) Multi priority rule method. The method selects a 

schedule generation mechanism, and pursues the 

scheduling through the different priority rules. 

(2) Forward and reverse backtracking method. This 

algorithm selects a schedule generation mechanism. After 

the repeated forward calculation and reverse calculation, 

it produces a series of project scheduling. 

(3) Sampling algorithm. Sampling algorithm usually 

use only one schedule generation scheme and only one 

priority rule. However, in real situation, it determines the 

task scheduling via the probability of task priority value 

calculation, not according to the task priority value. 

(4) Adaptive heuristic algorithm. The algorithm has 

high elasticity. It firstly selects the combination of 

schedule generation mechanism and priority rules 

according to the specific task quantity, constraint 

condition, and therefore it is greatly flexible. 

Priority rule mechanism used in this paper is the 

generation mechanism of parallel and serial schedule 

based on the serial SGS with task as the phase variables, 

composed of J phases. Each phase of the g(g=1,2,…,J) 

corresponds to an incomplete plan task set PSg and a 

feasible task set Dg, where the incomplete task set PSg  

contains all the tasks which have arranged the start time, 

while the feasible task set Dg contains all the tasks which 

have not arranged the start time, but have already 

arranged all the preceding task, i.e. the task precedence 

task have been included in the incomplete task plan. At 

each new stage g, serial SGS would choose maximum 

priority coefficient task j* from Dg into the current PSg 

according to the priority rules in order to meet the 

precedence relations and resource constraints, as well as 

assign the specified start time, j
ST  for task j* and 

allocate resources. It repeats the scheduling, gradually 

extending PSg, until the completion of the whole project 

schedule. Set all the tasks carried out in the time t as It, 

where  


tIj jkkk rRtR )( is the remaining amount 

of the k resource at time t, and )( jv  is the priority 
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coefficient for task j in Dg. Consequently, the serial 

scheduling generation mechanism of the process is 

illustrated in Figure 3. 

Initialization: g=1, FT1=0,PS1={1}; 

While g<J do phase n 

Begin 

  Calculate Dg, gk FTtKktR  ,,,2,1),(  ; 

   })}({max)({min ivjvjj
gg DiDj 

  ; //select the maximum priority coefficient task 

j* from Dg // 

  }max{ jhj PhFTES  ; //Calculate the earliest start time of task j*// 

   
jjkkjjj

dPtttKkRrESttFT },,1,,,,2,1),(,min{   ;//Calculate 

the finish time of task j*// 

  }{1


  jPSPS gg ; 

   g=g+1; 

END; 

FIGURE 3 The serial scheduling generation mechanism. 

 

Parallel scheduling generation mechanism adopts the 

time as phase variable, contains a maximum of J phases. 

Each phase g(g=1,2,…,J) corresponds to a scheduling 

time tg. Set Cg as the completed task set at time tg, and Ag 

as the proceeding task set at time tg and Dg as the feasible 

task set at time tg, where Dg contains all the tasks 

meeting the precedence relations and resource 

constraints which can be started at time tg. At each stage, 

there are the following two steps for parallel schedule 

generation mechanism. (1) Determine the present time tg. 

Exclude all the tasks of finish time equating to time tg 

from Ag, then add them to the completed task set Cg, and 

update the feasible task set Dg. (2) In accordance with the 

principle of priority tasks, select the greater priority 

coefficient task j* from Dg, start the task from the current 

phase tg, then shift the task j* from the feasible task set 

Dg to the proceeding task set Ag. Repeat step (2) until the 

feasible task set Dg is null, then move on to the next 

phase. Finally, when all the tasks have been belonged to 

the completed task set Cg or the proceeding task set Ag, 

the scheduling mechanism finishes. Set 

 


tAj jkkgk rRtR )(  as the remaining amount of k 

resource at time t, where )( jv is the priority coefficient 

Dg of task j. The parallel scheduling generation 

mechanism of the process is illustrated in Figure 4. 

 

Initialization: g=1, tg=0, Dg={1}, Ag=Cg=, ;,,2,1,)( KkRtR kgk   

While JCA gg   phase g 

Begin 

(1) }min{ 1 njjg AjdSTt ; 

},{\ 11 gjjnnn tdSTAjjAA   ; 

},{ 11 gjjnnn tdSTAjjCC   ; 

Calculate )( gk tR (k=1,2,…,K) & Dg; 

(2) })}({max)({min ivjvjj
gg DiDj 

  ; 

gj
tST  ; 

}{  jAA gg ; 

Calculate )( gk tR (k=1,2,…,K) & Dg; 

If gD  Then GOTO Step(2)  ELSE n=n+1; 

END 
FIGURE 4 The parallel scheduling generation mechanism. 
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In addition, due to the serial and parallel scheduling 

process described above, there is a process in the 

selection of maximum priority coefficient task j* from 

the feasible task set Dg. The value of the priority 

coefficient here is determined by the priority rules, and 

therefore there is a need for analysis on various priority 

rules. Specifically, priority rules refer to the expected 

generation mechanism that according to certain rules, 

each task priority coefficient is assigned in a feasible task 

set, which determines the task start time and the order of 

execution. There are four priority rules network-based 

rule, NBR, critical path-based rule, CPBR, resource-

based rule, RBR, composite rule, CR. By using the 

iterative forward-backward scheduling technique, its 

application in real projects and comparison with other 

scheduling schemes confirmed that the proposed 

algorithm is capable to generate effective schedules for 

multiple projects with limited renewable resources [9]. 

 

4 Case study 

 

In order to verify the validity of the algorithm, the 

concrete examples of the resource constrained project 

scheduling problem in this section are listed. The 

heuristic algorithm based on priority rules provides 

solution and the comparison of serial schedule generation 

scheme and parallel schedule generation scheme, and the 

effects of different priority rules for different feasible 

solutions. 

This scheduling model assumes that a single project 

scheduling has 7 tasks, the scheduling process only uses 

1 renewable resource, and the renewable resources 

amount is 5. According to the precedence task constraint 

relation, the established network diagram is illustrated in 

figure 5. The task execution time d and resource usage r 

are listed in Table 2. Without taking into account the 

various task resource constraints, the earliest start time 

and latest start time are listed in Table 3. Under the 

condition of no resource constraints, the earliest finish 

time of completed project is for 28 days. 

 

FIGURE 5 The case of single project scheduling. 
 

TABLE 2 Each task execution time and resource usage 

Task j Earliest start time ES Latest start time FS 

1 6 2 

2 4 2 

3 5 2 

4 5 3 

5 5 5 

6 8 2 

7 8 2 

 

A feasible schedule serial schedule generation 

scheme with arbitrary priority rules can be obtained in 

this project. Here, firstly determine the shortest duration 

for the task priority rules. Then the algorithm process is 

described as follows. 

The first phase: initialize the feasible task set D1, 

D1={1}. The task 1 is scheduling preferentially, start 

time is 0, the execution time is 6 days, the allocation of 

resources is 2. 

 
TABLE 3 Each task earliest start time and latest start time. 

Task j Execution time d Resource usage r 

1 0 0 

2 6 7 

3 6 6 

4 6 14 

5 11 11 

6 11 14 

7 19 19 

 

The second phase: Task 2, 3, 4 consist of D2, namely 

D2={2,3,4}. According to the priority rule of the shortest 

duration, it schedules task 2. Set task 2 start time is 6, the 

execution time is 4 days, the allocation of resources is 2. 

The third phase: D3={3,4}, the duration of task 3 and 

task 4 are both equal to 5. There is a need to use 

supplementary rules, namely the minimum number of 

priority scheduling rules. Therefore, the task 3 is 

scheduling preferentially. Set the start time is 10, the 

execution time is 5 days, the allocation of resources is 2. 

The fourth phase: D4={4,5,6}. According to the 

supplemental priority rule and minimum time priority 

rule, the task 4 is scheduling preferentially. Because the 

required resources of task 4 and task 3 both are 5, it can 

schedule the resource allocation simultaneously. Set start 

time is 10, the execution time is 5 days, the allocation of 

resources is 3. 

The fifth phase: D5={5,6}. According to the priority 

rules, the task 5 is scheduling preferentially. Set the start 

time is 15, the execution time is 5 days, the allocation of 

resources is 5. 

The sixth phase: D6={6}. Because the task 5 has 

exhausted 5 resources, the task 6 cannot share the 

resources with task 6. Set the start time is 20, the 

allocation of resources is 1. 
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The seventh phase: D7={7}. After task 6 completing, 

task 7 is scheduling. Set the start time is 28, the 

allocation of resources is 1. 

Through the above seven phases of scheduling, a 

feasible schedule set Dj is null. The scheduling finishes. 

A feasible planning project produces (represented by the 

task list form): {1,2,3,4,5,6,7}. The progress of the 

whole project arrangement is illustrated in figure 6. 

 

FIGURE 6 The whole project scheduling arrangement. 

 

Secondly, it adopts the combination of the serial 

schedule generation scheme and the minimum time 

priority rule for the solution. The total time delay refers 

to the each task differences of the earliest start time and 

latest start or earliest finish time and latest finish time in 

project scheduling. According to the time parameter 

table of the project schedule in the former section, the 

critical path under the condition of non resource 

constraints is 1-3-5-7. The algorithm process is described 

below. 

The first phase: D1={1}. The task 1 is scheduling 

preferentially. The start time is 0, the execution time is 6, 

the allocation of resources is 2. 

The second phase: D2={2,3,4}. Based on priority 

rules, the task 3 is scheduling preferentially. The start 

time is 6, the execution time is 5, the allocation of 

resources is 2. 

The third phase: D3={2,4}. Based on priority rules, 

the task 2 is scheduling preferentially. The start time is 

11, the execution time is 4, the allocation of resources is 

2. 

The fourth phase: D4={4,5,6}. Based on priority rules, 

the task 5 is scheduling preferentially. The start time is 

15, the execution time is 5, the allocation of resources is 

5. 

The fifth phase: D5={4,6}. Based on priority rules, 

the task 6 is scheduling preferentially. The start time is 

20, the execution time is 8, the allocation of resources is 

2. 

The sixth phase: D6={4,7}. Based on priority rules, 

the task 4 is scheduling preferentially. The start time is 

28, the execution time is 5, the allocation of resources is 

3. 

The seventh phase: D7={7}. Based on priority rules, 

the task 7 is scheduling preferentially. The start time is 

33, the execution time is 8, the allocation of resources is 

2. 

Through the calculation above, we can draw the 

conclusion that the feasible scheduling using the 

minimum total time difference priority rule is 

{1,3,2,5,6,4,7}.The exhaustive arrangement is illustrated 

in figure 7. 

 

FIGURFE 7 The whole project scheduling arrangement. 

 

The results show that under the same schedule 

generation mechanism, the different feasible schedules 

are calculated through priority rule. And thus, it will 

have a direct impact on the quality of project scheduling. 

(2) The parallel schedule generation scheme for the 

solution 

Here, another generation mechanism is used to solve 

the above examples, namely the use of parallel schedule 

generation scheme, and the selection of the most follow-

up task as the priority rule. Let Cg the completed task set, 

Ag proceeding set at the time tg, Dg the feasible task set at 

time tg. The process is described as follows. 

The first phase: D1={1}. Allocate task 1. The current 

time is t1=0, task 1 the start time is s1= t1=0, the resource 

allocation is 2, execute task set A1={1}. 

The second phase: the current time is t2=6, 

D2={2,3,4}. The subsequent task number of task 3 and 

task 2 is same. According to supplemental priority rule, 

task 2 is scheduling preferentially. The start time of task 

2 is s2=t2=6, resource allocation is 2. After refreshing the 

remaining supply renewable resources, task 4 cannot 

continue to supply. So calculate D2={3}. The task 3 is 

scheduling preferentially. Set the start time is s3=t2=6, 

the resource allocation is 2. Repeat calculation D2=, 

enter the third phase. 

The third phase: the calculation of the current time is 

t3=11, D3={4,5,6}, A3=, C3={1,2,3}. Task 4 is 

scheduling preferentially. Set the start time is s4=t3=11. 

Then A3={4}, refresh remaining amount of renewable 

resources, task 5 cannot supply resources. And therefore, 

D3={6}, task 6 is scheduling. Set the start time is 

s6=t3=11, then A3={4,6}. Repeat calculation, D3=, enter 

the next phase. 
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The fourth phase: the calculation of the current time 

is t4=19, D4={5}. The task 5 is scheduling preferentially. 

Set the start time is s5=t4=19, A4={5}, the resource 

allocation is 5. Repeat calculation, D4=, enter the next 

phase. 

The fifth phase: the calculation of the current time is 

t5=24, D5={7}. The task 7 is scheduling preferentially. 

Set the start time is s7=t5=24, the resource allocation is 2. 

Then, finish the scheduling. 

Through the calculation, we can draw a conclusion 

that the feasible scheduling using parallel schedule 

generation scheme and most subsequent tasks is 

{1,2,3,4,6,5,7}. The specific scheduling arrangement is 

illustrated in figure 8. 

 

FIGURE 8 The whole project scheduling arrangement. 

 

The examples model above verifies the feasible 

scheduling priority rule based heuristic algorithm which 

can obtain the resource constrained project scheduling. 

And the task scheduling would be different by using task 

serial and parallel generation mechanism respectively. Its 

practical application should be based on specific issues 

to choose the schedule generation scheme. Finally, the 

experiment also proves that the different priority rules 

will have an impact on the results under the same 

schedule generation mechanism. 

 

5 Conclusions 

 

Firstly, the traditional project scheduling problem 

background and related problem solving tools are 

introduced. Then, the single project scheduling problem 

and resource constraints are described. After that, a 

mathematical model is established. Based on the 

heuristic algorithm research on priority rules, two aspects 

from the schedule generation mechanism and priority 

rules are studied. The serial schedule generation scheme 

and parallel schedule generation scheme algorithm are 

introduced. There is an analysis of the characteristics of 

various priority rules. Finally, an example of mold 

production for single project scheduling is demonstrated. 

The example of the priority rule heuristic algorithm is 

presented. During the solution process, there are 

comparison and analysis of the different effects on the 

results of serial schedule generation scheme and parallel 

schedule generation mechanism. And there is another 

analysis on results via the combination of different 

schedule generation mechanism and different priority 

rule. After all, the heuristic algorithm based on priority 

rules indicates the validity single project scheduling 

problem under the resource constraints. 

The flaw of the article is the selection of the heuristic 

algorithm based on priority rules for the solution to the 

single project scheduling problem. Although the use of 

the algorithm obtains the scheduling solution, for some 

complex project scheduling problem, the algorithm could 

not obtain the optimal solution, only a series of feasible 

solutions. In order to get the optimal solution, these 

feasible solutions are required to continue some 

subsequent operations. Therefore, the further studies are 

needed upon the intelligent algorithm from the aspect of 

algorithm, which could be applied to some complex 

project scheduling problem. 
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Abstract 

Inventory management is an indispensable part in supply chain management. On the one hand the important position it has in the 

enterprise competitiveness. It has a direct impact on the cost of the products, respond speed to the market, delivery date and other 

indexes; On the other hand, the inventory system is a dynamic system, which involves huge inventory and wide area. The paper first 

under the influence of the uncertain factors does certain analysis to the raw material inventory issues, establishes minimum model of 

raw materials inventory cost in the iron and steel enterprises. Among them, the raw materials inventory cost includes fixed cost, 

procurement cost and storage cost. By making each purchase amount and raw materials inventory as the decision-making variables, it 

adopts the corrected genetic algorithm and uses MATLAB to get the optimal solution and get the most optimized raw materials 

procurement and inventory. The optimization model of raw materials inventory control which presents in this paper mainly applies to 

iron and steel enterprises of continuous production process, and can also be extended to other types of the enterprises in raw materials 
inventory control.  

Keywords: material inventory, iron and steel industry, optimization, genetic algorithm, MATLAB 
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1 Introduction 

 

For the characteristics of continuous production of iron 

and steel enterprises, the problem of material inventory is 

worthy of studying: on the one hand, raw material 

inventory takes up a lot of money, impacting on the speed 

of capital turnover; on the other hand, the uncertainty 

exists in the procurement, such as not timely supply, a 

shortage of raw materials, etc., and raw material 

purchasing cost accounts for 60% to 70% of the total cost 

of the iron and steel production enterprise, it is crucial to 

determine reasonable the material inventory and 

purchasing quantity in order to ensure the normal and 

continuous production of enterprise. 

Iron and steel industry is the foundation of the 

industrial economy, undertaking the important task of 

providing raw materials to other industry sectors, which 

has made a significant contribution to promoting the 

development and progress of the industrial economy [1]. 

At present, the type of iron and steel enterprise is 

converting from the extensive type to technology-

intensive type with the intense competition of global steel 

market and the influence of limited resources, in order to 

improve the competitiveness of products and grab a 

bigger share of the market, steel enterprises must 

constantly compress production costs, improve product 

quality, improve the level of customer service, speed up 

the turnover of funds and make the whole supply chain 

coordination. However, raw material inventory and 

purchasing problem of iron and steel enterprise has some 

characteristics, such as kinds of varieties, large purchase 

quantity and high cost, which increases the difficulty of 

the problem and make it more difficult to solve. 

Raw material inventory control is one of the cores of 

production enterprises, especially one of the cores of 

enterprise logistics management for the continuous 

production [2-3]. Under the pressure of reducing the 

production cost continuously, the managers of iron and 

steel enterprise have to focus on inventory. Although 

inventory can make up for the damage caused by the 

uncertain factors and maintain the continuity of 

production, but also increase the inventory cost of the 

enterprise and lead to a large backlog of funds at the same 

time. Therefore, how to meet the iron and steel enterprise 

capacity constraints to optimize the balance between 

inventory and production requirements is a problem 

worthy to be discussed. Appropriate inventory is 

necessary to ensure the normal continuous production of 

enterprise, too little and too much can cause unnecessary 

economic losses. Inventory is too large, which will need 

extra storage places and increase the stock fee and 

transportation fee so as to slow capital turnover occupied. 

It may reduce the quality of raw materials or make the 

material deterioration because of the change of storage 

condition and the passage of time; If too little inventory, 

it may cause work being held up for lack of materials, 
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and even force to stop production, thus losing customers 

and sales opportunities, reducing profit or losing their 

entitlement. The main purpose of material inventory 

control is that, under the condition of normal and 

continuous production, inventory takes up the least 

amount of money and less procurement costs in order to 

achieve the minimum total inventory cost. How to 

maintain in the best of our inventory and purchase 

quantity is the research questions this chapter [4-5]. 

 

2 Characteristics and consider factors of iron and 

steel enterprise raw material inventory 

 

This chapter aims at raw material inventory problem in 

the process of the continuous production of iron and steel 

enterprise. For this type of enterprise, features are as 

follows:  

a. Source of raw materials is extensive and raw 

material in inventory is multifarious so that the 

determination of safety inventory is difficult;  

b. The demand of raw material is very big, and the 

order in advance is longer than the other;  

c. There are a lot of subcontractors to provide the raw 

material for continuous production enterprise so that the 

number of received goods is uncertain. There are three 

forms of the contract signed with enterprises: their annual 

contract, quarterly contract and monthly contract. If the 

contract be enforced strictly, the arrival amount of goods 

each month is certain, but under the current situation in 

our country, due to transportation problems or imperfect 

delivery system, some subcontractors may provide the 

goods beyond the contract amount the goods and some 

others may only perform the part of contract, or even not. 

Hence it is brought certain problems to determine the 

arrival amount of goods;  

d. The inventory cost is high; the raw material takes 

up more funds;  

e. The shortage of the goods is not allowed, certain 

insurance reserve is stored;  

f. Parts of the raw materials have a shelf life.  

The inventory problem of raw material has features, 

such as many varieties, large quantity, high cost and long 

order time and so on, these features increase the difficulty 

of the problem to make it more difficult to solve. 

Considering the characteristics above, I put forward an 

inventory optimization model to determine the best 

inventory level and the best purchasing for all kinds of 

raw materials in a planning period in order to realize the 

minimization of inventory cost. What the inventory 

optimization should solve is: how to determine the single 

batch purchase quantity makes the total cost at least about 

the purchasing cost and storage cost [6]. 

The scale of the raw material inventory has a great 

influence on the production coordination and capital 

flow, therefore, the size of the raw material inventory 

should be generally considered from three aspects:  

a. The production: from the perspective of production, 

enough inventory of raw material is in the hope. So, when 

some unplanned orders make the production increase 

temporarily or purchasing encounters the unexpected 

accident and long order time can't purchase raw materials 

in time, if there is enough raw material inventory, 

production can be continued so that the forced shutdown 

caused losses owning to the shortage of stock. So from 

taking the production into consideration, of course, the 

more reserve of raw material is better;  

b. The capital flow: inventory of raw materials 

accounts for most of flow capital, the raw material is 

stored in the warehouse to produce collateral damage, 

namely the holding cost. The fee includes: interest, the 

storage of raw material loss, warehouse workers wages, 

warehouse handling fee, depreciation, repair, ventilation, 

lighting, rent and other fees of warehouse. These costs 

increase as the quantity and time increases. Therefore, in 

liquidity ways, the storage of raw materials is less as far 

as possible;  

c. The procurement: considering from procurement, 

raw material need various fees from order into the library, 

such as communication fee of purchasing department, 

travel expenses for acceptance, handling fee, warehouse 

department acceptance fee. These costs are mostly related 

to the number of orders, which will increase with the 

increase of order number. So from the aspects of order, 

the less number of orders is better, it also requires more 

quantity each time.  

From different point of view, therefore, the 

requirement of storage material is different. In these 

factors, there is a contradiction between the order and the 

storage. Less batches and large number of orders means 

low purchasing cost and the high cost of storage, while 

more batches and small number of orders will make the 

low storage cost and the high cost of purchase. Therefore, 

how to obtain the balance of contradictions through the 

reasonable optimization and achieve the lowest total 

inventory cost is the key to the inventory control. 

 

3 The establishment of the optimize inventory model  

 

3.1 THE ESTABLISHMENT OF THE MATERIAL 

INVENTORY MODEL 

 

This chapter studies the raw material inventory problem 

of continuous production process of iron and steel 

enterprise. Inventory control problem is an optimization 

problem with multiple variables and complex constraints, 

which is difficult to solve through the traditional 

optimization method and is very suitable to solve by 

genetic algorithm. Genetic algorithm is a kind of adaptive 

random global search algorithm based on the biological 

evolution and natural genetic mechanism, which is 

suitable for solving complex problems such as global 

optimization, large-scale, multivariable, nonlinear.  

Inventory optimization unit is the core of the whole 

system; its main function obtains needed data from the 

database to optimize procurement and inventory with 

certain optimization algorithm. The optimization results 
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are applied to guide the procurement and inventory of 

raw materials and store a variety of data related to the 

inventory. Some of these data come from the actual 

production process, and some come from other 

optimization of logistics management and the output of 

forecasting subsystem [7]. 

In practical production, the comprehensive decision-

making of inventory management is affected by various 

dynamic factors, such as macroeconomic factors, raw 

material and product market and the condition of the 

supplier [8]. If all these factors are taken into 

consideration, it will make the problem complex, and 

some of the values cannot be obtained directly. In order 

to simplify the problem, when optimizing raw material 

purchasing and inventory, we should mainly consider the 

production planning of manufacturer according to the 

sales situation and the actual production situation, the 

forecast value of raw material purchase prices in the 

coming year and inventory parameters prediction [9-10]. 

Inventory optimization model for the considerable 

scale enterprise, the total quantity of raw material 

purchasing and the total quantity of consumption monthly 

roughly equal [11-13]. Inventory model is set up in a 

month for a period with the monthly purchase quantity 

and inventory as control variable. Inventory optimization 

saves money to maximize, at the same time meet the 

needs of continuous production for the purpose.  

The description of raw material inventory problem is 

as follows.  

The objective function: 

    
 









N

i

iiiiii hjYjYXCkC
1

min 1
2

1
. (1) 

Constraints:  

a. The balance constraints of raw material  

Balance is as follows before and after the period of 

raw material inventory: 

    01)1(  
Ri

iiii qjYjYX  , (2) 

b. The balance constraints of product sale  

Before and after the period, on the basis of considering 

inventory change, the same material meet the following 

relation on the quantity from raw material to finished 

product: 

    iiii UXjYjY 1 , (3) 

c. Procurement constraints 

The total procurement budget: 





N

i

ii CXC
1

, (4) 

(In the type C is the total procurement budget.) 

d. The matching constraint of ability to inventory 

In actual production, it's hard to maintain completely 

the material inventory within the scope of the safety stock 

level, and it is often more than safety stock, so the 

matching of inventory capacity meets the following 

constraints: 

iii XYS  , (5) 

e. The constraint of total supply capacity 

The amount of material purchase should not be larger 

than the biggest supply of material in the period of time: 

ii ZX  , (6) 

ik  is the fixed startup cost of raw material i  

purchasing; 

iC is the procurement price of raw material i  in 

month j ; 

iX  is the purchasing quantity of raw material i  in 

month j ;  

 jYi  is the inventory quantity of raw material i  at 

the beginning of month j ; 

 1jYi  is the inventory quantity of raw material i  

at the end of month j ; 

iU  is the consumption of raw material i  in month j ;  

ih  is the storage cost of unit goods of raw material i ;  

N  is the kinds of raw materials ; 

iS  is the safety inventory of raw material i ; 

  is the average coefficient of waste; 

iq  is the number of raw material for production 

products. 

 

3.2 THE SIMPLIFICATION OF MATERIAL 

INVENTORY MODEL 

 
TABLE 1 The relevant parameters and values of calculation model 

Parameter Material 

Iron ore Llimestone Coal 

The unit price 

(RMB/t) 
730 60 541 

Unit inventory cost 

(RMB /ton) 
14.0 5.0 18 

Safety inventory 

(t) 
50000 50000 50000 

Monthly consumption 

(t) 
444882 102851 5554 

The maximum annual 

material supply (t) 
 3000000 2200000 
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5.341528718514

5505.62737

321

321min





YYY

XXXC
. (7) 

Constraints: 

34000021  ZX  

2500000 2  X  

1833330 3  X  

1250000 XY   

2250000 XY   

3350000 XY   

10051422454160730 321  XXX  

 

3.3 THE SOLUTION OF MATERIAL INVENTORY 

MODEL 

 

Recently, Genetic Algorithm (GA) is widely applied to 

the optimization problems in different fields, which 

arouses more and more people's interest of study and 

application due to its good characteristics that the Genetic 

Algorithm is not dependent on the problem model, along 

with global optimality, implicit parallelism, high 

efficiency and solution of the nonlinear problem. 

GA is applied to the problem of constrained 

optimization; the constraint processing has become a very 

important link [14]. There are two kinds of solutions: one 

adopts the changed operator in the operation, producing 

always the legitimate offspring from the legal parent 

satisfying the constraint conditions and making the search 

in the legal and valid space all the time; Another is to 

apply the corresponding punishment to the objective 

function in the adaptive function according to each 

individual to satisfy the different constraints so that the 

constrained problems are converted into unconstrained 

problems. The main steps of genetic algorithm are as 

follows [15]: 

a. Establish the initial group composed of a string at 

random;  

b. Calculate the fitness of each individual.  

c. According to the genetic probability, the following 

operations is applied to generate new group:  

Copy: The existing excellent individual copied is 

added to the new group, and the bad individual is 

removed; 

Hybridization: Two individuals picked out are 

exchanged, and the new individual is added to new 

groups;  

Variation: One particular character is changed 

randomly in an individual; the new individual is added 

into new groups; 

d. The steps of (2), (3) are carried out repeatedly to 

reach the termination conditions, and the best individual 

is chosen as a result of the genetic algorithm. It is the key 

to practical application to choose the encoding strategy 

and convert the parameters into a string and the accurate 

fitness. The initial population 200N , the crossover 

probability 95.0cP , the mutation probability 

01.0mP , the function of minimum inventory cost is as 

the objective function, namely   minCXF  , the 

objective function is as fitness function directly, namely. 

The optimal purchase quantity and inventory is obtained 

in the following table with iterations of 53 times. 

 
TABLE 2 The results of optimization model 

 1X  2X  3X  1Y  2Y  3Y  

The optimal 

value (t) 
339930 50340 50550 50260 50270 50250 

 

0087947.2min  eC , (RMB). (8) 

The inventory of raw material is one of the cores of 

logistics management, on the one hand, the raw material 

inventory takes up a lot of money; on the other hand, the 

reasonable inventory is essential. In the process of 

enterprise management, Inventory items take up a lot of 

money. Iron and steel enterprises cost 20% to 40% of the 

profits every year to maintain its all inventory, enterprises 

set out to the material inventory to reduce the production 

cost and improve enterprise's capital turnover and return 

for the survive and development in the fierce market 

competition. Inventory management has become the 

important link in the production and management of iron 

and steel enterprise, and raw materials inventory accounts 

for most of the iron and steel enterprise, so now it is the 

important content of the inventory management that 

many iron and steel enterprises have to reduce raw 

material inventory levels and benefit from it. 

 

4 Conclusions 

 

With analysing the characteristics of the raw materials 

inventory and other factors, the optimization model of 

raw material inventory of iron and steel enterprise is 

established. The optimal purchase quantity and inventory 

is obtained by optimization analysis for the main raw 

materials such as iron ore, limestone and coal, the result 

makes the raw material inventory take up the least 

amount of money. The optimization control model of raw 

material inventory, being put forward, is mainly for the 

iron and steel enterprises with continuous production 

process, can also be extended to other type control of raw 

material inventory of the enterprise. 
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Abstract 

The decision table in rough sets theory is a kind of prescription, which specifies what actions should be undertaken when some of 

conditions are satisfied. Therefore, this tool can be used as knowledge representation system in expert systems. Decision rules, which 

are obtained by simplification of decision tables, can be used as rationale of decision reasoning. In order to compute new decision 

rules on the decision table in which a new instance is added, new instances are classified three cases according to the relation 

between the new instance and the original set of decision rules in the paper, and the category is proved that it is a partition of new 

instances. According to the category, an update algorithm of decision rules based on rough sets theory in expert systems is presented, 

and the complexity of the algorithm is obtained. 

Keywords: rough sets, expert systems, incremental learning, decision table, algorithm. 
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1 Introduction 

 

Expert systems [1] are computer intelligence systems, 

which can execute special tasks as experts. In other 

words, expert systems are that expertise is transferred 

from a human to a computer, and computers can be used 

as a human consultant. In order to make the computer 

gives advices and performances like an expert, some 

techniques must be employed. Now expert systems can 

provide very powerful and flexible methods for obtaining 

solutions to a lot of different problems that often cannot 

be dealt with by other, more traditional methods [2, 3]. 

Although many scholars have studied various 

methodologies for knowledge processing in expert 

systems, and the technology of expert systems has made 

great progress, there are still many problems, for 

example, most of research on expert systems limit to 

static data, and neglect update algorithm of knowledge 

bases in expert systems [4]. 

Rough sets theory [5] is a mathematical tool to data 

analysis. It was presented by Zdzislaw Pawlak in 1982. It 

can be used to deal with fuzzy and uncertainty 

information. Now, rough sets theory have been widely 

used in a variety of domains, such as decision support 

system, machine learning, expert systems, pattern 

recognition and others [6]. According to rough sets 

theory, a decision table is a kind of prescription, which 

specifies what actions should be undertaken when some 

of conditions are satisfied. Therefore, this tool especially 

suitable for expert systems and it can be used as 

knowledge representation system [7] of expert systems. 

Decision rules [8], which are obtained by simplification 

of decision tables, can be used as rationale of decision 

reasoning. 

 
In the paper, a basic model of expert systems based on 

rough set theory is given as shown in figure1 by 

improving the traditional model. In order to improve the 

defect that the research of data in knowledge 

representation database of expert systems limit to static 

data, an update algorithm of knowledge based on the 

model of expert systems is presented. The new instance 

can be added to knowledge database of expert systems, 

and decision rules, which can be used as rationale of 

decision reasoning in expert systems will be updated by 

using the algorithm, and the algorithm is proved that it 

primary 

data 

 

Pretreatment 

of data 

Knowledge 

representation 

system 

(decision tables) 

Update algorithm of 

knowledge 

Simplification 

of knowledge 

sets of decision 
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mechanism 
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FIGURE 1 The model of expert systems based on rough 

set 
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can be used to consistent and inconsistent decision tables, 

and the complexity of the algorithm is given. 

 

2 Rough Sets Theory 

 

2.1 NOTATIONS AND DEFINITIONS OF ROUGH 

SETS 

 

Knowledge representation system [9] is a pair 

 AUS , , where U  is a nonempty and finite set 

called the universe, and A  is a nonempty, finite set of 

primitive attributes. Every primitive attribute Aa  is a 

total function VaUa : , where Va  is the set of value 

of a , called the domain of a . Let ADC ,  be two 

subsets of attributes, called condition and decision 

attributes respectively. KR  - system with distinguished 

condition and decision attributes will be called a decision 

table, and will be denoted as  AUS , . 

Let P  and Q  are subsets of A . By P  - Positive 

region of Q  denoted  QPOSF , the set  QPOSF  can 

be computed by equation (1). 

     XPQPOS QINDUXF _/  (1) 

where 

        QbUyUxbyfbxfUyxQIND  ,,,,,, 2 . 

The family CR  will be called a D  - reduction of 

C , If and only if R is the D  -independent subfamily of 

C  and    DPOSDPOS CR  . 

In fact, the decision table can be viewed as a model 

for a set of propositions about reality, called here decision 

logic, which will be used to drive conclusions from data 

available in the Knowledge representation system. In 

decision logic language, there are definitions as follow: 

The set of formulas in decision logic language is at 

least set satisfying the following conditions:  

(1) Expression of the form  va,  or in short va , called 

elementary formulas, are formulas of the DL  - language 

for any Aa  and aVv .  

(2) If  ,   are formulas of the DL  - language, then so 

are  ,   ,   ,    and   .  

An object Ux  satisfies a formula   in 

 AUS , , denoted sx  . Let  naaaP ,...,, 21 , 

and AP , formula of the form 

     nn vavava ,...,, 2211   will be called a P  -

basic formula. If   is a P  -basic formula and PR , 

then by R/  we mean the R  -basic formula obtained 

from the formula   by removing from   all elementary 

formulas  ava,  such that RPa  . 

In decision logic language, any implication    

will be called a decision rule.   and  are referred to as 

the predecessor and the successor of    

respectively. If a decision rule    is true in S , we 

will say that the decision rule is consistent in S . If 

   is a decision rule, where   and   are P  -basic 

and Q  - basic formulas respectively, then the decision 

rule will be called a PQ  - basic decision rule, (in short 

PQ  - rule). Any finite set of decision rules will be called 

a decision algorithm. The decision algorithm is consistent 

in S , if and only if all its decision rules are consistent in 

S . If all decision rules in a decision algorithm are PQ  - 

basic decision rules, the algorithm is said to be PQ  - 

decision algorithm, or in short PQ  - algorithm and will 

be denoted as  QP, .  

 

2.2 SIMPLIFICATION OF DECISION TABLES 

 

In [10], Zdzislaw Pawlak proposed that, in order to 

simplify a decision table, three steps as follows should be 

taken: 

1) Reduce the set of attributes, i.e. remove all 

superfluous columns from decision table. 

2) Simplify the decision rules, i.e. eliminate the 

unnecessary conditions in each rule of the algorithm 

separately. 

3) Remove all duplicate decision rules from the 

algorithm. 

Example 1 

Supposing  AUS , , where 

 8,7,6,5,4,3,2,1U  and  edcbaA ,,,, . 

 dcbaC ,,,  and  eD   are condition and decision 

attributes respectively. The decision table is shown in 

table 1. 
 
TABLE 1 The decision table of example 1 

U a b c d e 

1 1 0 0 1 1 

2 1 0 0 0 1 
3 0 0 0 0 0 

4 1 1 0 1 0 

5 1 0 0 1 0 
6 1 1 0 2 2 

7 2 2 0 2 2 
8 2 2 2 2 2 

 

It is easy to compute that the only e-dispensable 

condition attribute is c. Hence there is a D-reduction of 

the family C, and  dbaR ,,  [11, 12]. 

The next step is to simplify the decision rules. In [10], 

only consistent decision rules will be reduced. In fact, 

inconsistent decision rule can be reduced too. In order to 

simplify both consistent and inconsistent decision rules, 

we give the following definitions. 
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Let    is a decision rule in S , 
s

   are 

referred to as the set of all objects which corresponding 

decision rules’ predecessor are the same as  , and its 

successor are not the same as  . Obviously, if the 

decision rule is consistent,  
s

. Otherwise 

 
s

. 

Let    is a RD -rule, and Ra . We will say 

that attribute ‘ a ’ is dispensable in the rule    if and 

only if  
ss

aR   / . Otherwise, 

attribute ‘ a ’ is indispensable. 

If all attribute Ra  are indispensable in   , 

then    will be called independent. 

The subset of attributes 'R R  will be called a 

reduction of RD  - rule   , when  '/ R  is 

independent and 
ss

R   '/ . 

If 'R  is a reduction of the RD -rule   , then 

 '/ R  is said to be reduced. 

According to the above definitions, the reductions of 

each decision rule in the algorithm [13] as shown in 

Table 2 will be obtained. 
 
TABLE 2. The reduction of table 1 

U a b d e 

1 * 0 1 1 

2 1 * 0 1 
3 0 * * 0 

4 * 1 1 0 

5 * 0 1 0 
6 * * 2 2 

7 2 * * 2 
7 * 2 * 2 

7 * * 2 2 

8 2 * * 2 
8 * 2 * 2 

8 * * 2 2 

 

Remove all superfluous decision rules from the Table 

2, the following minimum set of decision rules will be 

got [14]. 

0 1 1b d e    from rule 1  

1 0 1a d e    from rule 2 

0 0a e       from rule 3  

1 1 0b d e    from rule 4  

0 1 0b d e    from rule 5  

2 2d e       from rules 6, 7 and 8 

The set of decision rules, which specifies what actions 

should be undertaken when some of conditions are 

satisfied is particularly useful in decision making of 

expert systems. It can be used as rationale of decision 

reasoning [15, 16, 17, 18]. 

Most of research on expert systems based on rough 

sets limit to static data. In other words, the set of 

instances U  in knowledge representation system is 

constant and unchanged, which will be called Closed 

World Assumption. But in many real life situations 

however this is not the case, and new instances can be 

added to the set U . This situation will be called the Open 

World Assumption [19]. In order to compute the 

minimum set of rules of decision table when a new 

instance is added, all the data in the decision table should 

be recalculated in the classical method [20, 21, 22]. 

Obviously, this method is not effective. In the paper, an 

update algorithm of decision rules will be introduced in 

the following section. 

 

3 An Update Algorithm of Decision Rules Based on 

Rough Sets Theory 

 

3.1 THE CATEGORY OF NEW INSTANCES 

 

In order to introduce the algorithm, new instances, which 

will be added to decision tables in expert systems should 

be classified according to the relationship between the 

new instance and the old decision table.  

Let  ,S U A  is a decision table, M  is a minimum 

set of decision rules before added the new instance. The 

new instance is x, and its CD -basic rule is 
x x  . On 

the premise, there are the following definitions. 

If there is a rule or several rules    in the set of 

decision rules M  satisfying 
x  , and every rule 

satisfying 
x   implies 

x  , then this situation 

will be called x matches M .  

If there is a rule or several rules    satisfying 

x   in M , and every rule satisfying 
x   implies 

x  , then this situation will be called x is totally in 

contradiction with M .  

A new instance is partially in contradiction with 

M when there are several rules    satisfying 

x   in M , and not only exist rules satisfying 

x   satisfies 
x  , but also exist rules satisfying 

x   satisfies 
x   in M .  

Both the totally and partially contradiction will be 

called x is in contradiction with M . 

If there is not any rule    satisfying x   in a 

minimum set of decision rules, then we will say the new 

instance x is completely new in M .  

According to above definitions, new instances will be 

classified three cases according to the relationship 

between the new instance and the old decision table.  

1) x matches M ; 

2) x is in contradiction with M ; 

3) x is completely new in M . 
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This classification is completely, and covered all 

situations that new instances may be, in other words, it is 

a partition of new instances. 

Suppose a new instance’s CD -basic rule is 

x x  .The set of all objects which corresponding 

decision rules    satisfy 
x   and 

x   will 

be called the contradicting domain of the new instance x, 

and will be denoted Cx , and Cx  can be obtained by 

equation (2). 

 ixixii andsatisfyMUii

Cx

 



,
(2) 

The set of all the objects which corresponding 

decision rules    satisfy 
x   and 

x   will 

be called the matching domain of the new instance x, and 

will be denoted Mx , and Mx  can be obtained by 

equation (3). 

 ixixii andsatisfyMUii

Mx

 



,
(3) 

The rule 
i i   is referred to as the reduction of the 

corresponding rule of object i . Let  ,S U A  is a 

decision table, and there are not same rows in the 

decision table. R  is a reduction of condition attributes. 

M  is a minimum set of decision rules before adding a 

new instance. A new instance is x, and let its CD  - basic 

rule be 
x x  . The new decision table will be denoted 

x x   after adding the new instance, where 

 'U U x . By the above definitions, the following 

proposition hold. 

Proposition 1 

If for every object y Cx  does not imply 

| /S xy R  in S , a reduction of condition attributes of 

the new decision table  ' ',S U A  is R . 

Proof: Because there is no an object y Cx  such that 

| /S xy R  in S , the new instance is not in contradiction 

with all the RD  - basic rules including in S . When the 

new instance x is added to S , 

     'R RPOS D POS D x  and 

     'C CPOS D POS D x , where   'RPOS D  and 

  'CPOS D  are R  - Positive region and C  - Positive 

region of D respectively. Because 

   C RPOS D POS D ,    ' 'C RPOS D POS D  is true, 

and R  is the D  - independent subfamily of C  in 

universe 'U , a reduction of condition attributes of the 

new decision table  ' ',S U A  is R . 

Proposition 2 

If there is an object y Mx  implies | S xy   in S , 

then the decision table 'S S , and its reduction of 

attributes and minimum set of rules will not change. 

Proof: there is a object y Mx  satisfying | S xy   in 

S , then the new instance have existed in the decision 

table. Hence, the decision table does not change when we 

add the new instance to it. Obviously, the reduction of 

condition attributes and the minimum set of rules of 

decision table 'S  will not change. 

Proposition 3 

If there is only one object y Cx  such that | S xy  , 

and there is not any other object i Cx  and i y  

satisfying /x R , then there is a reduction 'R  of 

condition attributes satisfying 'R R  of  ' ',S U A . 

Proof: If there is only one object y Cx  satisfying 

| S xy   in S, then the new instance x will be in 

contradiction with the object satisfying 
x . There is not 

any other object i Cx  satisfying /x R , then 

     ' | |R R S xPOS D POS D y y     and 

     ' | |C C S xPOS D POS D y y    . Hence, we will 

conclude that    ' 'C RPOS D POS D . Because the 

number of elements of the positive region is reduced 

when the new instance is added to S, R  may be not the 

D-independent subfamily of C in universe U’. There is a 

reduction R’ of condition attributes satisfying 'R R  of 

decision table  ' ',S U A . 

Proposition 4 

If there are two objects y Cx  satisfying | S xy   at 

least, then a reduction of attributes of decision table 

 ' ',S U A  is R . 

Proof: there are two objects y Cx  satisfying 

| S xy   at least, then    DPOSDPOS RR '  and 

   DPOSDPOS CC ' . Hence, 

   ' 'C RPOS D POS D . Because the positive region 

doesn’t change after adding the new instance, R  is the 

D-independent subfamily of C in universe U’. So a 

reduction of attributes of decision table  ' ',S U A  is 

R . 

Proposition 5 

Let 
i i   is a reduction of the corresponding CD  -

rule of the object i  in S , and i  Cx  { |j  ' ',j i   

,i Cx and ,j Mx  where 'i  and 'j  are 

corresponding C  - basic formulas of objects i  and j  

respectively}. Let W  be the set of all minimum set of 

rules that can be obtained by reducing 'S . If a reduction 

of attributes doesn’t change when a new instance is added 

to S , there is a minimum set of rules 'M W  satisfying 

'i i M   . 
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Proof: because i Cx { |j ' ',j i   ,i Cx  and 

,j Mx  where 'i  and 'j  are corresponding C  - basic 

formulas of objects i  and j  respectively}, obviously, the 

rule 
x x   is not in contradiction with the decision 

algorithm composed by rules satisfying 
i i  . Hence 

there is a minimum set of rules WM '  satisfying 

'i i M   . 

According to above propositions, following 

corollaries will be established. 

1) If the new instance x matches M , a minimum 

set of decision rules of decision table 'S  is still M . 

2) If the new instance x is completely new in M , a 

reduction of condition attributes of 'S  is still R , and a 

minimum set of rules, which can be denoted 'M can be 

computed by equation (4),  

 xxxxxx ofreductionaisM

M

 



''

'


 (4) 

3) if a reduction of attributes doesn’t change after 

adding a new instance, in order to compute the minimum 

set of rules, we need simplify corresponding RD  -rules 

of objects in Cx  { |j  ' ',j i   ,i Cx and ,j Mx  

where 'i  and 'j  are corresponding C -basic formulas 

of objects i  and j  respectively} { }x . 

According to above propositions and corollaries, the 

following method shown in figure 2 can be used to 

compute the minimum set of rules. And the method can 

be used in the update algorithm of decision rules in expert 

systems.  

 

3.2 AN UPDATE ALGORITHM OF DECISION 

RULES 

 

Input:  ,S U A  ( S is a decision table); 

R  ( R is a reduction of attributes of S );  

M  ( M is a minimum set of rules of decision table 

S  based on the attribute reduction R );  

x x   (
x x   is the new instance’s CD-basic 

Rule). 

Output: 'M  ( 'M is a Minimum Set of Rules of Decision 

Table   ' ' ,S U U x A  ). 

Algorithm:  

Step1: 1 2 3M M M    ； 

Step2: FOR every rule    in M  

          IF 
x   is not true  

THEN  1 1M M     

  ELSE IF 
x   

THEN  2 2M M     

            ELSE  3 3M M     

Step3.1:  

IF 2 3M M     

THEN { 

Compute reductions of the rule x x  , 

and a result is denoted as 'x x  ; 

                     ' 'x xM M    ; 

} 

Step3.2: 

ELSE IF 3M    

YES 

NO 

NO 

NO 

Distinguish category of new instance x according 

to the relationship between x and the minimum 

set of decision rules M 

Output M’=M x matches M  

Output 'M    

M  

{
'x x 

} 

x is completely 

new in M 

R’ (a reduction of 

attributes after 

adding x)=R 

Compute the reduction of objects 

in Cx { |j ' ',j i   ,i Cx  and 

,j Mx  where 'i  and 'j  are 

corresponding C -basic formulas 

of objects i  and j  respectively}, 

and denoted "M  

Compute and output 'M  

Simplify the 

decision 

table S’, and 

compute a 

minimum set 

of rules 'M ; 

Output 'M  

YES 

YES 

FIGURE 2 Algorithm to simplify decision tables 
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THEN 'M M ; 

Step3.3: 

 ELSE { 

Step3.3.1: Compute the contradicting domain of x: 

|

3

i i is an object which
Cx

corresponding rule is inM

 
 

  
 
 

; 

Step3.3.2: Compute the matching domain of x: 

|

2

i i is an object which
Mx

corresponding rule is inM

 
 

  
 
 

; 

Step3.3.3:    IF y Mx   satisfying | S xy    

THEN 'M M  

Step3.4:        

ELSE { 

Step3.4.1           Compute the set: 

 | , ,Cx j j j iC i Cx j Mx        ; 

(Where j j   is the corresponding 

rule of object j ) 

IF do not exist y Cx   

Satisfying | /S xy R   

THEN  'R R   

                            ELSE IF at least exist two objects  

y Cx
 Satisfying 

| S xy 
  

THEN  'R R   

ELSE IF only exist an object 

y Cx  satisfying | S xy    

THEN compute the set of all  

The D-reductions of R in  

'U  and denoted 'R   

                                           ELSE compute the set of all  

the D-reductions of C in  

'U  and denoted 'R ; 

Step3.4.2           IF 'R R  

THEN { 

Compute the reduction of  

Corresponding decision rules of  

objects in Cx  { |j  ' ',j i   

,i Cx and ,j Mx  where 'i  

and 'j  are corresponding C -

basic formulas of objects i  and 

j  respectively} { }x , and 

denoted "M ； 

' '' 1 2
xCM M M M C  ; 

} 

Step3.5              

ELSE { 

Simply all the decision rules in  

'S  according to a reduction of  

attributes which have computed,  

and obtain a minimum set of rules  

'M  
} 

                       } 

                } 

Step4:  OUTPUT 'M . 

Let m  and n  be referred to as the quantity of 

elements in the set of condition attributes and universe 

respectively. Obviously, if x matches M , or x is 

completely new in M , the time-complexity of the 

algorithm is  O mn . If x is in contradiction with M  and 

there is not an object y Cx  satisfying | /S xy R  or 

there are two objects y Cx  satisfying | S xy   at the 

same, the time-complexity of the algorithm is  2O mn . 

At those situations, the algorithm is better than the 

classical algorithm obviously. The time-complexity of the 

classical algorithm is  22mO n  [23, 24]. But in other 

situations, the efficiency of this algorithm is worse than 

the classical algorithm little, and its time-complexity is 

 22mO n  too. 

 

3.3 EXAMPLES 

 

In order to understand the algorithm, examples of 

decision rules update will be given as follows: 

Example 2:  

If a new instance 
0 1 2 1 0a b c d e  will be added to the 

decision table as shown in table1. Because 
0 1 2 1 0a b c d a , 

and 
0 0e e , the new instance matches the minimum set 

of decision rules obtained by example 1, According to 

above algorithm, the new minimum set of decision rules 

will be obtained as follows: 

0 1 1b d e         from rule 1 

1 0 1a d e         from rule 2 

0 0a e            from rule 3, 9  

1 1 0b d e         from rule 4  

0 1 0b d e         from rule 5  

0 1 0b d e         from rule 6, 7, 8 

Example 3:  

If the new instance is 
0 0 1 1 1a b c d e , the new 

minimum set of decision rules is as follows:  

*
1 0 1 1a b d e       from rule 1 

1 0 1a d e          from rule 2 

*
0 0 0a d e         from rule 3 

1 1 0b d e          from rule 4 

*
1 0 1 0a b d e       from rule 5 

2 2d e             from rule 6, 7, 8 

*
0 1 1a d e                from rule 9 

Because the new instance is in contradiction with M , 

and there is not an object y Cx  satisfying | /S xy R , 
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the reduction of corresponding decision rules of objects 

in Cx { |j ' ',j i  ,i Cx  and ,j Mx  where 'i  

and 'j  are corresponding C -basic formulas of objects 

i  and j  respectively} { }x  should to be computed only. 

Example 4:  

If the new instance is 
1 2 1 1 2a b c d e , the new instance 

is completely new in M . Because If the new instance is 

completely new in M , a reduction of condition attributes 

of 'S  is still R , and a minimum set of rules is 'M , and 

 xxxxxx ofreductionaisMM   '''  , 

the minimum set of decision rules is as follows:. 

0 1 1b d e        from rule 1 

1 0 1a d e        from rule 2 

0 0a e           from rule 3 

1 1 0b d e        from rule 4 

0 1 0b d e        from rule 5 

2 2d e           from rule 6, 7, 8 

*
2 2b e                 from rule 9 

 

4 Conclusions 

 

In the paper, decision tables are used as knowledge 

representation in expert systems and the minimum set of 

rules are used as rationale of decision reasoning, based on 

this, a basic model of expert systems based on rough set 

theory is given. And the update algorithm of knowledge 

representation system in expert systems is discussed in 

detail. In order to compute new decision rules, new 

instances, which will be added to decision tables in expert 

systems are classified three cases according to the 

relation between the new instance and the minimal set of 

decision rule that have been computed. The category is a 

partition of all new instances. According to the category, 

an update algorithm of decision rules is presented. The 

algorithm can be used in a variety of other domains, such 

as machine learning, data analysis and so on. But when 

the new instance is in contradiction with M and the 

reduction of condition attributes is changed after adding 

the new instance, all the data must be recalculated. This 

situation must be researched forward. 
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the spheres of their major and in the global society. 

Keywords: Nanotechnologies, responsible scientific consumption, consumer identities, nanoeducation, nanothinking 

 

Mathematical and Computer Modelling 

J Zhou, W Q Ma, J Y Miao Supplies Transportation Planning in Power Grid Urgent Repair Based on 
Hierarchical Genetic Algorithm  
Computer Modelling & New Technologies 2014 18(1) 25-30 

To optimize supplies transportation solutions of power grid, a hierarchical genetic algorithm is put forward. Double 

hierarchical objective function is set by weighting, that is, when the precondition of inequality constraint is met, 

objective solution is to find out the shortest supply time and  if the solution is also within the time constraint, the final 

solution would be the least supply cost, otherwise, it would still be the shortest supply time. The solution for optimal 

supplies transportation scheme at the least cost would be worked out by iteration of genetic algorithm. Compared with 

single objective genetic algorithm in simulation, hierarchical genetic algorithm is proved more effective and superior 

to decrease economic loss of accidents. 

Keywords: Hierarchical Genetic Algorithm, Time constraint, Transportation Cost, Transportation Time, Economic Loss 
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Zengqiang Ma, Yacong Zheng, Sha Zhong, Xingxing Zou Study of Maneuvering Target Tracking Algorithm 
Based on Kalman Filter and ANFIS  

Computer Modelling & New Technologies 2014 18(1) 31-37 

Although Kalman filtering algorithm has been widely used in the maneuvering target tracking, conventional Kalman 

filtering algorithm always fails to track the maneuvering target as the target changes its movement state suddenly. In 

order to overcome its disadvantages, an improved Kalman filtering algorithm that based on the adaptive neural fuzzy 

inference system (ANFIS) is proposed in this paper. In the improved algorithm, the covariance matrix of Kalman 

residual is gainer and the measurement noise covariance can be updated in real-time by ANFIS module. Finally, the 

comparison and analysis of the experiment results between the original Kalman filtering algorithm and the improved 

one has been carried out. The experiment results show that the tracking error is obviously reduced and the accuracy is 

significantly boosted after the original Kalman filtering algorithm was substituted by the improved one. 

Keywords: maneuvering Target tracking, Kalman filter, Adaptive Neuro-Fuzzy Inference System (ANFIS) 

Ji Mingyu, Li Yanmei, Chen Zhiyuan The Property Verification Methods of Complex Stochastic System 
Based on Directed Graph  
Computer Modelling & New Technologies 2014 18(1) 38-43 

With the increasing complexity of computer hardware and software systems, how to ensure system accuracy and 

reliability becomes an increasingly pressing issue. The quantitative verification of multiple until formula property has 

important practical significance in the field of biology. In this paper, for particular probability reward model, we give 

the detailed analysis of properties verification methods of the multiple until formula with transition step and transition 

reward constraints based on the weighted directed graph. At last, the example analysis is given. The theoretical 

analysis and example result show that the feasibility and validity of the method. 

Keywords: Probabilistic system; Model checking; Multiple until formula; Directed graph 

Zhang Yongheng, Zhang Feng Research on the Smart Wireless Sensor Perception System and its 
Application Based on Internet of Things  
Computer Modelling & New Technologies 2014 18(1) 44-51 

In order to solve the uncertain perception information appears in the perception process of intelligent wireless sensor, 

this paper considers the intelligent perception problem of Internet of Things (IoT) based on context perception. The 

current status of the research on intelligent perception and its existing problem is analyzed, and then a context 

perception method to solve the intelligent perception problem of Internet of Thing is proposed. The intelligent 

perception context description model of Internet of Things is constructed. In addition, it was investigated that how the 

intelligent routing maintained under fault conditions, and intelligent information management system of agriculture’s 

was proposed of agricultural IoT system, combined with agricultural automatic control devices, which had already 

been successfully used in the agricultural production. 

Keywords: Internet of Things, intelligent perception, automatic control, context perception, intelligent wireless sensor 

Huang Li Data Cleansing Base on Subgraph Comparison 
Computer Modelling & New Technologies 2014 18(1) 52-60 

With the quick development of the semantic web technology, RDF data explosion has become a challenging problem. 

Since RDF data are always from different resources, which may have overlap with each other, they could have 

duplicates. These duplicates may cause ambiguity and even error in reasoning. However, attentions are seldom paid to 

this problem. In this paper, we study the problem and give a solution, named K-radius sub graph comparison (KSC). 

The proposed method is based on RDF-Hierarchical Graph Model. KSC combines similar and comparison of ‘context’ 

to detect duplicate in RDF data. Experiments on publication datasets show that the proposed method is efficient in 

duplicate detection of RDF data. And KSC is simpler and less time-costs than other methods of graph comparison. 

Keywords: RDF data cleansing, K-radius sub graph comparison 

Li Gongfa, Liu Jia, Jiang Guozhang, Kong Jianyi, Xie Liangxi, Xiao Wentao, Zhang Yikun, Cheng Fuwei 
Numerical Simulation of Flow, Temperature and Phase Fields in U71Mn Rail-Head Quenching Process  
Computer Modelling & New Technologies 2014 18(1) 61-70 

With the sustainable and fast development of Chinese economy, the volume of railway freight was increasing, and 
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which promoted the train load and speed continue improving, in order to meet the needs of high speed and over 

loading trains’ running, heavy and seamless steel rail has increasingly widely used Heat-treatment was emphasized for 

its important role to qualify the products of heavy rail. And air-cooling quenching was one of the widely used heating 

process methods. Air-jet is a very vital instrument in quenching by air-cooling. At present, the international 

community has been widely used air-cooled quenching, most quenching production lines of domestic converted into 

wind cold quenching line. It is necessary to simulate the inner and outer flow-field of air-jet. In this paper, by means of 

computational fluid dynamics soft system Fluent to establish the geometric model of heavy rail, analysis the 

distribution of the internal and external flow field about air-jet centre cross section and the three sections were in 

parallel with it. Then through setting surface heat transfer coefficient of air-cooling, numerical simulation of 

temperature field in the cooling process of heavy rail. Finally, the phase changing temperature of steel U71Mn was got 

based on its CCT curves. With the cooling curves of several key points, the cooling rate at phase transition point was 

calculated. By comparing with every microstructure’s critical cooling rate, the final cooling microstructure was 

predicted. Relative tests showed that the prediction was reasonable. It is significantly valuable for parameters’ 

selection in heavy rail’s technical operation. 

Keywords: temperature field, flow field, phase field, air-cooling, heavy rail 
 

Information Technologies 

Ranran Man, Dongsheng Zhou, Qiang Zhang An Improved Collision Detection Algorithm Based on OBB 
Computer Modelling & New Technologies 2014 18(1) 71-79 

In this paper, we present an effective algorithm based on the Oriented Bounding Box (OBB). Particularly, the article 

focus on how to reduce the amount of the time that the intersection of bounding boxes are detected for increasing the 

efficiency of collision detection algorithm through the following three steps. Firstly, the detection time of bounding 

box intersection is decreased by a pre-treatment method. Secondly, we optimize the traversal approach of the bounding 

box tree and reduce the depth of the two fork tree under take into account the temporal and spatial correlation of 

motion of virtual environment. Then, we reduce the breadth of tree result from this algorithm compares the distance 

between the bounding boxes and traverse the node of distance that near the tree. At last, the validity of the algorithm is 

verified by programming simulations. 

Keywords: Collision detection; Oriented bounding box (OBB); Spatio-temporal correlation; Bounding volume hierarchy 

Liu Hongxia, Zhang Feng Precision Agriculture Compressed Sensing and Data Fusion Algorithm for 
Wireless Sensor Networks 
Computer Modelling & New Technologies 2014 18(1) 80-84 

In order to improve the energy efficiency of WSN nodes and prolong the life of the network, reduce data redundancy. 

In this paper, proposed the spatial correlation node data compression and fusion algorithm based on the theory of 

compressed sensing. Firstly, make signal node random projection based on time correlation, then, for random routing 

instability and network transmission of data fusion technology reconstruction energy effects, proposed the energy 

consumption of compressed sensing and clustering data fusion technology. The experiment showed that after data 

fusion, not only effectively removes the redundant information of neighbouring nodes, and the reconstruction error is 

small, and can accurately realize data decompression, thereby reducing the node communication in wireless sensor 

network capacity, reduce power consumption of node, provides important support for the field environment in large 

scale wireless sensor network deployment. 

Keywords: compressed sensing, intelligent wireless sensor, agriculture IoT, automatic control, data fusion 

Yun-Feng Wang, Wei Cheng Structural Design and Active Control Simulation for Double Beam Actuator 
Based on ANSYS 
Computer Modelling & New Technologies 2014 18(1) 85-92 

A double-beam actuator (DBA) is designed in this study for attenuating the harmful vibration. Its finite element model 

including the folded beam, glue layers and piezoelectric laminar is developed in commercial software ANSYS. DBA’s 

dynamic characters are analysed by employing modal and transient analysis in ANSYS. The calculated results are 

used to develop an explicit state space model by using the observer/Kalman filter identification (OKID) technique and 

Eigen-system Realization Algorithm (ERA). The robust H2 controller is designed based on the identified state space 

model and it is then incorporated into the ANSYS finite element model to perform the close loop controlling 
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simulation. The results of simulation show the settling time reduce to 0.06s with active control under impulse exciting 

and the response amplitude decrease 20 dB under sine exciting, which demonstrate the validity of DBA in application 

of active control. 

Keywords: active control, system identification, active control, ANSYS, piezoelectric 

Weihua Yuan, Hong Wang Using Two-Stage Non-Negative Matrix Factorization for Topic 
Recommendation in Online Social Networks 
Computer Modelling & New Technologies 2014 18(1) 93-99 

This paper put forward a two-stage non-negative matrix factorization (TSNMF) for topic recommendation in online 

social network to solve the existing problems of mass data, extreme sparseness and cold start. In stage I, we use co-

clustering to divide user-topic interest matrix into smaller sub-matrices called cluster-sub-matrices based on non-

negative matrix factorization on interest-density matrix D. Each cluster-sub-matrix is much smaller than the original 

with similar internal interest pattern. In stage II, we use weighted non-negative matrix factorization algorithm to 

predict unknown items on each of cluster-sub-matrix directly. Experiments on real datasets show that TSNMF can not 

only gain high prediction accuracy on extreme sparse datasets, but avoid the problem of too much computation of 

NMF on the whole user-topic interest matrix, as well as the problem of the recommendation’s quick local 

convergence. 

Keywords: Recommender algorithm; NMF (non-negative matrix factorization); Clustering; Data sparseness 

 

Operation research and decision making 

D Zagulova, R Muhamedyev, I Ualiyeva, A Mansharipova, E Muhamedyeva Optimization of Medical 
Information Systems by Using Additional Factors  
Computer Modelling & New Technologies 2014 18(1) 100-108 

Increasing longevity is one of the most important problems of modern Gerontology. Solution of these problems is 

connected principally with the use of information and communication technologies. Creation of a comprehensive 

health information system requires consideration of many factors, such as qualitative screening system based on 

patients’ self-assessment, identification of possible errors that affect decision-making and patients’ personal 

characteristics. The work presents the results of elderly Almaty and Almaty Region population survey conducted with 

the help of Active Longevity Portal designed for data collection, analysis and assistance to the elderly population of 

Kazakhstan. The results showed that the number of medical consultations is directly related to health self-assessment 

and anxiety levels. Detection of cardiovascular diseases (CVD) with the help of effort angina self-assessment 

demonstrated low sensitivity. Correlation between the Kettle's index of effort angina self-assessment, the impact of 

Physical Component Score (PCS) of SF-12 test onto the manifestation of cardiovascular disease in hereditary 

background, anxiety level and coronary heart disease manifestation, impact of Health Survey estimated by Physical 

Component Score (PCS) and Mental Component Score (MCS) SF- 12 test onto the correspondence between Effort 

Angina Questionnaire and CVD patient state was detected. Studies showed that detection of diseases through 

Questionnaire Survey self-assessment in certain situations may lead to significant errors. Consideration of these 

factors will help to build a more powerful information system in which personal data will be combined with clinical 

data and expert estimates. 

Keywords: gerontology, Kazakhstan population, information technology, cardiovascular diseases, medical information system 

M Fay, V Grekul, N Korovkina IT Investments Justification Based on the Business Driver Tree  
Computer Modelling & New Technologies 2014 18(1) 109-114 

Choosing the right IT project for supporting the company business development is nowadays one of the most critical 

tasks in information technology management. No one has yet managed to create one optimal solution, equally suitable 

for different types of stakeholders (business owners, managers, investors). This article, based on the ideas of Value 

Based Management and business/value-driver trees, concentrates on an original approach to managing investments in 

enterprise architecture IT component. The method suggested has been successfully applied to evaluate the IT project 

portfolio within a large metals company in Russia. 

Keywords: Value Based Management, IT-project, IT investments, business driver, IT projects portfolio, investments justification 
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Bang-Jun Wang CBM-based Integrated Management Information System Design for Mine Construction 
Enterprises  
Computer Modelling & New Technologies 2014 18(1) 115-120 

To solve existing problems in the management for mine construction enterprises, this research introduced the concept 

of CBM (Comprehensive Budget Management) on the basis of data and information demand analysis using enterprise 

management decision. Next, under the circumstance of project management, the market mechanism was introduced in 

mine construction enterprises, materializing the CBM-based integrated management information system design for 

mine construction enterprises. The system architecture encompassed six modules, namely, production progress 

management, project material management, mechanical and electrical equipment management, human resource 

management, integrated cost management and performance management. The system covered the integrated 

management information system for each process of the mine construction management. With the B/S structure, 

technological development approaches of this system consisted of UML modelling technique, dynamic configured 

technology, database design and implementation. The actual application of integrated management system in sample 

mine enterprises showed optimized enterprise management process and improved data processing proficiency, greatly 

enhancing the financial performance and competitiveness of mine enterprises.   

Keywords: Comprehensive Budget Management (CBM); mine construction enterprises; integrated management information 

system; design and application 

Yinzhou Zhu, Hui Yang, Baolin Yin Method for Defining Multiple Homogeneous Activities in Distributed 
Workflow Management System  
Computer Modelling & New Technologies 2014 18(1) 121-128 

In current process-oriented software systems, most of the processes have large number of parallel activities, which are 

homogeneous. These parallel activities are often used in the split-merge workflow structure and make the workflow 

model too complex to manage, as in the traditional workflow management systems each activity has to be defined 

respectively and bind to one resource. In this paper, we explore a novel method to define the distributed workflow 

model, which replaces the multiple homogeneous parallel activities with a batch-activity node to simplify the 

workflow model. An architecture is designed based on this method, which involves the model of organization 

structure, resource allocation and the sub-workflow. This architecture allows one batch-activity node bind to multiple 

resources, which are distributed, over a wide geographic area. Real-world scenarios, which are built and implemented 

based on this architecture, are shown to prove the effectiveness and usefulness of the method. 

Keywords: workflow management, business process, distributed systems, resource allocation, multiple-instances pattern 

Wang Mingpeng, Sun Qiming Empirical Research on Existing Quantity of Small and Medium-sized 
Enterprises in China, Based on System Dynamics  
Computer Modelling & New Technologies 2014 18(1) 129-135 

A system model for the existing quantity of small and medium-sized enterprises is built in this document, by 

establishing relationship equations with study on relationships among more than 30 variables such as total enterprise 

quantity, establishment rate of new enterprises, level of human resources, level of technical innovations, index of 

resource dependence, etc. Moderate breakthroughs are made on the mathematical methodology, such as the method of 

education years to calculate the level of human resources, the method of resource dependency evaluation for the 

resource dependency index. However, certain corrections are made for adaptation to the study. The innovative concept 

of establishment rate of new small and medium-sized enterprises is created in modelling and correlated with level of 

technical innovations, level of human resources and resource dependency index through relationship functions. The 

purpose thereof is to explore mechanisms where and extents to which influence factors make impact on the existing 

quantity of small and medium-sized enterprises. Finally, emulational prediction for the system model is made with the 

emulator Vensim and the error analysis on comparison between emulational and historical data is performed. It is 

found that the agreement with historical data is good and the error is acceptable. 

Keywords: existing quantity of small and medium-sized enterprises, establishment rate of new small and medium-sized enterprises, 

system dynamics 

Wang Fen, Chen Jianping The Buyback Contract Coordination for a Logistics Service Supply Chain  
Computer Modelling & New Technologies 2014 18(1) 136-143 

This article is about the coordination issue of the logistics service supply chain leading by the functional logistics 
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provider (FLP). The service supply chain is consisted of the risk-neutral FLP and the loss-averse logistics integrator 

(LI), and the contract model of the wholesale price and buyback contract model are established. The study found that 

the wholesale price contract cannot coordinate the supply chain, but the introduction of the buyback contract can 

stimulate the LI to increase the order quantity of the logistics capacity, reaching the level of the centralized logistics 

service supply chain and finally it is verified through examples.  

Keywords: logistics service supply chain, loss averse, buyback contract, coordination 

Bing Wang, Tinggui Chen, Guanglan Zhou, Chonghuan Xu Research on resource-constrained project 
scheduling method based on heuristic priority rules  
Computer Modelling & New Technologies 2014 18(1) 144-151 

The traditional project scheduling problem only considers the logical constraints. However, there is a need to consider 

the resources such as labour, capital and other constraints. Resource constrained project scheduling problem (RCPSP) 

integrates logic and resource constraints, which are closer to the actual scheduling. And most of these problems belong 

to NP-hard problem, which have certain difficulty in solving process. And therefore, there is a very important 

significance to study in the RCPSP, especially in the theory and application. Among the many the RCPSP models, 

resource constrained project scheduling problem is the most fundamental, but also the most basic model. Most RCPSP 

research has focused on a single project scheduling problem. The main content of this article describes the single 

resource constrained project scheduling problem and establishes the according model. Then, it studies how to use 

heuristic priority rules for solving the single project scheduling problem. In addition, this paper finally simulates a 

single project scheduling as an example of mold production and solves it by using the heuristic algorithm based on 

priority rules in order to verify the effectiveness of the algorithm. It combines with the different schedule generation 

schemes and priority rules as well as compares the different solution results. The final outcome indicates that the 

combination of different priority rules and schedule generation schemes would influence the single project scheduling 

results. 

Keywords: resource constraints, project scheduling, heuristic priority rules 

Xie Yuanmin Optimization Research of Material Inventory Management Based on Genetic Algorithm  
Computer Modelling & New Technologies 2014 18(1) 152-156 

Inventory management is an indispensable part in supply chain management. On the one hand the important position it 

has in the enterprise competitiveness. It has a direct impact on the cost of the products, respond speed to the market, 

delivery date and other indexes; On the other hand, the inventory system is a dynamic system, which involves huge 

inventory and wide area. The paper first under the influence of the uncertain factors does certain analysis to the raw 

material inventory issues, establishes minimum model of raw materials inventory cost in the iron and steel enterprises. 

Among them, the raw materials inventory cost includes fixed cost, procurement cost and storage cost. By making each 

purchase amount and raw materials inventory as the decision-making variables, it adopts the corrected genetic 

algorithm and uses MATLAB to get the optimal solution and get the most optimized raw materials procurement and 

inventory. The optimization model of raw materials inventory control, which presents in this paper mainly applies to 

iron and steel enterprises of continuous production process, and can also be extended to other types of the enterprises 

in raw materials inventory control.  

Keywords: material inventory, iron and steel industry, optimization, genetic algorithm, MATLAB 

Yehong Han, Lin Du An update algorithm of decision rules in expert systems based on rough sets theory  
Computer Modelling & New Technologies 2014 18(1) 157-164 

The decision table in rough sets theory is a kind of prescription, which specifies what actions should be undertaken 

when some of conditions are satisfied. Therefore, this tool can be used as knowledge representation system in expert 

systems. Decision rules, which are obtained by simplification of decision tables, can be used as rationale of decision 

reasoning. In order to compute new decision rules on the decision table in which a new instance is added, new 

instances are classified three cases according to the relation between the new instance and the original set of decision 

rules in the paper, and the category is proved that it is a partition of new instances. According to the category, an 

update algorithm of decision rules based on rough sets theory in expert systems is presented, and the complexity of the 

algorithm is obtained. 

Keywords: rough sets, expert systems, incremental learning, decision table, algorithm 
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Book Review 

 

Iveta Kovalčíková, Juraj Kresila 

Selected Contexts of Reform of National Education Programme in 
England and Slovakia  

Kiev: Dragomanov National Pedagogical University – Institute of Ecology, Economy and Law  

2012, 96 p, ISBN 978-966-660-812-6 (in Russian) 

 
Ивета Ковальчикова, Юрай Кресила 2012 Избранные контексты реформы национальной программы 
образования в Англии и Словакии Киев: Национальный педагогический университет имени М П Драгоманова – 
Институт экологии, экономики и права 96 с ISBN 978-966-660-812-6 
 
The scientific research is devoted to the comparative analysis of 
the national education reform in England and Slovakia. The 
book is intended for scientific and pedagogical staff, graduate 
students, doctoral students, teachers, trainers, governmental 
education authorities, and other professionals dealing with 
education. 
The main sections of the book: 
 Contextual characteristics of the educational system. 
 Curriculum as an educational factor.  
 Comparison of education reforms and national curriculum 

development in the English and Slovak  contexts.  
The book has been prepared on the grounds of literary sources 
comprising historical and analytical essays revealing the 
development stages in the English school education. The focus 
of attention is on communications that directly preceded the 

adoption of the Reform Law [Education Reform Act] in 1988, 
and then on the analysis of some aspects of preparation and 
implementation of the education reform in England. Attention 
is also drawn to the arguments proving the legitimized need in 
education reform. The negative reasons of the contemporary 
state of things in education are considered in order to be 
identified and eliminated by the education reform. The general 
concept of the education reform is investigated and analyzed in 
detail. Particular attention is paid to the key issues of the 
National Curriculum development, to the general conceptual 
analysis of the major results in the development of school 
education in Slovakia, and to the comparative evaluation of the 
main characteristics in educational contexts of England and 
Slovakia.
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