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Abstract 

Active contour model is a promising method in image segmentation. However, existing active contour model and its 

evolution often suffer from slower convergence rates and easily to be trapped in local optima due to the presence of 

noise. In this paper, a novel curve evolution model based on kernel mapping method is presented. The method first 

transforms original image data into a kernel-induced space by a kernel function. In the kernel-induced space, the kernel-

induced non-Euclidean distance between the observations and the regions parameters is integrated to formulate a new 

level set based active contour model. The method proposed in this paper leads to a flexible and effective alternative to 

complex model the image data. In the end of this paper, detailed experiments are given to show the effectiveness of the 

method in comparison with conventional active contour model methods. 
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1 Introduction 

 

Object boundary detection is a key of the fundamental 

process in image processing that facilitates higher level 

image analysis, description, recognition and visualization 

of objects of interest. Realizing the importance of object 

boundary detection in image processing, a great number 

of breakthroughs have been made in the past several 

decades. However, Object boundary detection remains 

actually problem-centric. Achieving a generic detection 

method that is universally applicable for broad range of 

problem domains is difficult [1]. 

Active contour models have been extensively studied 

and used in object boundary detection, once it was 

introduced by Kass et al [2]. However the technique 

requires the initial con- tour to lie outside the feature of 

interest and relies on an inherent contraction force to 

move the contour towards the feature. Cohen [3, 4] 

proposed an inflating contour that reduced the sensitivity 

to initialization. Geodesic active contour model [5]-[9], 

which is the original snake model in level-set frame, 

allows changes in topology. Other implementations have 

also been proposed for capturing more global minimizers 

by restricting the search space. Dual snakes [10] and 

dual-band active contour [11] restrict their search spaces 

exploiting normal lengths on the initial contour. Using of 

simulated annealing for minimization [12] and dynamic 

programming [13] has been integrated into the snake 

model. 

All these classical snakes and active contour models rely 

on image gradient to stop the curve evolutions. Thus the 

performance of the purely edge-based models is often 

inadequate. Complex region-based energy functional are 

researched to likely to yield undesirable local minima 

when compared to simpler edge-energy functional. 

Region-based models have many advantages over 

edge-based ones. First region-based models utilize image 

information not only near the evolving contour, but also 

statistical information inside and outside the contour, 

which are less sensitive to noise and have better 

performance for images with weak edges or without edges. 

Second, they are significantly less sensitive to the location 

of initial contour then can efficiently detect the exterior 

and interior boundaries simultaneously. One of the most 

popular region-based models is the Chan-Vese model [14], 

inspired by Mumford-Shah functional [15]. This model, 

as well as most of the region-based energy functional, is 

computationally onerous. 

In order to overcome the limitations, especially the 

high computational cost, clustering of data is integrated 

into image segmentation. Vazquez et al [16] showed that 

image segmentation is spatially constrained clustering of 

image data. Gibou et al. [17] utilized the simplicity of the 

k-means algorithm, however, the main drawback is that 

they are more sensitive to noise. 

This paper deals with the above mentioned problems. 

It presents a novel kernel induced-based active contour, 

which can handle objects whose boundaries are not 

necessarily defined by gradient, objects with very smooth 
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or even with discontinuous boundaries. Salah et al [18], 

[19] show that kernel mapping is quite effective in 

segmentation of various types of images. The kernel 

function maps implicitly the original image data into a 

kernel space in a higher dimension and, then, a simpler 

method in induced space will be possible [20]. The 

mapping, which transforms the original image data in a 

higher dimensional space, is implicitly. The transformed 

data in a higher dimensional space can be expressed via 

the kernel function because the dot product, the Euclidean 

norm thereof.  The kernel induced method is a tool that 

has been intensively used in data clustering, but not in 

active contour methods. Generally, kernel induced 

methods provide more accurate and robust data clustering, 

thus, we combine it with active contour methodology, 

introducing here a model as a kernel induced space-based 

minimization. The kernel induced method of the energy 

provides a balanced technique with strong ability to reject 

“weak” local minima. We use a common kernel function, 

the radial basis function (RBF), in this paper, and then 

verify the effectiveness of the method by a quantitative 

and comparative performance evaluation to Chan-Vese 

model over a large number of experiments on synthetic 

images, as well as diverse real image 

The remainder of the paper is organized as follows: 

The description of the model, its kernel induced 

motivation energy and its properties are presented in 

Section II. Experimental results are presented in Section 

III and conclusions are drawn in Section IV. 

 

2 Description of model 

 

2.1 PROPOSED MODEL 

 

The basic idea of the model will be introduced in this 

section. The image data is generally non-linearly 

separable. The advantage of kernel mapping is that it 

maps implicitly the original image data into a kernel 

space in a higher dimension and, then, a simpler methods 

in induced space will be possible. In this section, we 

transform the image data implicitly via a kernel function 

firstly, and, then, use a kernel-induced non Euclidian 

distances to form the minimizing functional. To explain 

the role of the kernel mapping in the segmentation 

functional proposed in this paper, and describe clearly the 

ensuing algorithm, we first assume that the original 

image is formed by two regions of approximately 

piecewise-constant intensities. 

Let ( )   be a non-linear mapping from the 

observation space  to a higher (possibly infinite) 

dimensional feature space . Let us defined the 

evolving the curve C  in the image domain  . As 

assumed above, the image I  is formed by two regions of 

approximately piecewise-constant intensities, of distinct 

values 
1I  and 

2I . Assume that the object to be detected is 

represented by the region with the value 
1I , and its 

boundary by 
0C . So we have 

1I I  inside the object 

(inside
0C ) and 

2I I  outside the object (outside 
0C ). 

Now let us consider the following functional: 

2

1 2 1
( )

2

2
( )

( ) ( ) ( ( , )) ( )

( ( , )) ( )

inside C

outside C

F C F C I x y c dxdy

I x y c dxdy

 

 

  

 




, (1) 

where 
1c  and 

2c  are regions parameters depending on C . 

The energy terms ( )iF C  measure a kernel-induced non 

Euclidian distances between the observations and the 

regions parameters 
ic , 1,2i  . 

Following the Mercer’s theorem conditions [20], the 

explicit mapping   has not been known. Instead, the 

transformed data can be expressed via a continuous, 

symmetric, positive semi-definite kernel function 

( , )K x y : 

( . ) ( ) ( )TK x y x y   ,
2( , )x y  , (2) 

where “  ” is the dot product in the feature space . 

Substitution of the kernel functions gives, for 
1 2{ , }ic c c : 

2
( ( , ), ) ( ( , )) ( )

( ( ( , )) ( )) ( ( ( , )) ( ))

( ( , ), ( , )) ( , ) 2 ( ( , ), )

K i i

T

i i

i i i

J I x y c I x y c

I x y c I x y c

K I x y I x y K c c K I x y c

 

   

 

   

  

, (3) 

where 
1c  and 

2c  are constants depending on C , 

expressing the average prototypes of the image regions 

inside and outside respectively of C . In this simple case, 

it is obvious that the boundary of the object 
0C , is the 

minimizer of the fitting term: 

1 2 1 0 2 0inf{ ( ) ( )} 0 ( ) ( )
C

F C F C F C F C    . (4) 

The five cases are illustrated in Figure 1. If the curve 

C  is outside the object, then 
1( ) 0F C   and 

2 ( ) 0F C   

or 
1( ) 0F C   and 

2 ( ) 0F C   depending on object 

position (inside or outside the curve). If the curve C is 

inside the object, then 
1( ) 0F C   and the 

2 ( ) 0F C  . If 

C  is both inside and outside the object, then 
1( ) 0F C   

and the 
2 ( ) 0F C  . Finally, the fitting term is minimized 

when 0C C , i.e., when the curve C  is on the boundary 

of the object. That is, the fitting term is minimized when 

the curve C  is converged to the object boundary 0C . 

 
FIGURE 1 All possible case in the position of  the curve C  in relation 

to the object under consideration 
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The proposed active contour is based on the 

minimization of the above fitting term, taking into 

account the length term of the model C  as a 

regularization term. Therefore, the energy functional 

1 2( , , )F C c c  is introduced as: 

1 2

2

1 1
( )

2

2 2
( )

( ( , )) ( )

( ( , ))

( , ) (

( )

, )

inside C

outside C

I x y c dxdy

F C c c Length

I x y c dxdy

C





 

  

 

 

 





. (5) 

In equation (5), 0  ,
1 ,

2 0   are fixed 

parameters. The curve 
0C  that minimizes F  

0 1 2 1 2( , , ) inf ( , , )
C

F C c c F C c c . (6) 

Some common kernel functions are listed in Table I. 

In this paper, the radial basis function (RBF) kernel, 

which has been prevalent in pattern dada clustering [18, 

22, 23] is adopted.  

 
TABLE 1 Examples of prevalent kernel function 

RBF Kernel 
2 2( , ) exp( )K x y x y     

Sigmoid Kernel ( , ) tanh( ( ) )K x y c x y     

Polynomial Kernel ( , ) ( )dK x y x y c    

 

The radial basis function (RBF) kernel is given as: 

2 2( , ) exp( )K x y x y    . (7) 

With an RBF function, the equation (3), ( , )K iJ I c  can 

be simplified to 2(1 ( ( , ), ))iK I x y c , 1,2i  . The 

necessary conditions for a minimum of F  with respect to 

region parameters are:  

( ) 0, {1,2}i i ic R c i  g , (8) 

where 

( , ) ( ( , ), )

( ( , ), )

i

i

i
R

i
R

I x y K I x y c dxdy

K I x y c dxdy




, {1,2}i . (9) 

 

2.2 LEVEL-SET FORMULATION OF THE 

PROPOSED MODEL 

 

In the level set formula, C   is represented by the zero 

level set of a Lipschitz function  : , such that 

 

{( , ) : ( , ) 0}

( ) {( , ) : ( , ) 0}

( ) {( , ) : ( , ) 0}

C x y x y

inside C x y x y

outside C x y x y







  


  
   

. (10) 

Using the Heaviside function H , and the Dirac 

measure   as the regularized versions defined, 

respectively, by 

2 2

1 2
( ) (1 arctan( )),

2

1
( ) ,

z
H z

z z R
z





 




 


 


   
 

. (11) 

We express the terms in the energy F  in the 

following way: 

{ 0} | ( ( , )) |

( ( , )) | ( , ) |

Length H x y dxdy

x y x y dxdy

 

  





  

 




, (12) 

2

1
( )

2

1

( ( , )) ( )

( ( , ) ( )) ( )

inside C
I x y c dxdy

I x y c H dxdy

 
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



 




. (13) 

In equation (13) 

2

2
( )

2

2

( ( , )) ( )

( ( , ) ( )) (1 ( ))

outside C
I x y c dxdy

I x y c H dxdy

 

  




  




. (14) 

Keeping the   fixed and minimizing the energy 

1 2( , , )F c c  with respect to the constant 
1c  and 

2c , it is 

easy to express these constants function of   by 

1

( , ) ( ( , ), ) ( ( , ))
( )

( ( , ), ) ( ( , ))

i

i

I x y K I x y c H x y dxdy
c

K I x y c H x y dxdy














, (15) 

2

( , ) ( ( , ), )(1 ( ( , )))
( )

( ( , ), )(1 ( ( , )))

i

i

I x y K I x y c H x y dxdy
c

K I x y c H x y dxdy


















. (16) 

The region term (13), (14) and the contour 

smoothness term in (12) are integrated into the energy 

function given by (5), producing 

2

1 1

2

2

2

1

2

( ( , ) ( )) ( )

( ( , ) ( )) (1 ( )

( , , ) ( ) | ( , |

)

)
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. (17) 
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Keeping 
1c  and 

2c  fixed and minimizing F  with 

respect to  , we deduce the associated Euler-Lagrange 

equation for  . Parameterizing the descent direction by 

an artificial time 0t  , the equation in ( , , )t x y  

(
0(0, , ) ( , )x y x y  ) defining the initial contour is  

1 1

2 2

[ ( ) ( ( , ), )
| |

( ( , ), )] ( )

K

K

div J I x y c
t

J I x y c 

 
 



  

 
 

 



. (18) 

 

3 Experimental results 

 

In this section, we show the performance of the proposed 

method by presenting numerical results using the kernel-

induced model on various synthetic and real images, with 

different types of contours and shapes. We show the 

active contour evolving in the original image  , and the 

associated piecewise-constant approximation of   

(given by constant 
1c  and 

2c ). In our numerical 

experiments, we generally choose the parameters to be 

1 2 1   . Only the length parameter   is not same in 

our parameters. As shown in [24],   plays a scaling role 

in the minimizing functions.   should be small, if we 

have to detect all or as many objects as possible and of 

any size, and be lager when we have to detect large 

objects. 

In the following, we illustrate the flexibility of the 

proposed method by a representative sample of the tests 

with various classes of real images and synthetic image 

with different noise models, and compare the 

computational time of different models. 

Medical image segmentation is challenging and of a 

rapidly growing interest in recently years. Figure 2 

illustrates that the proposed model can detect different 

objects of different intensities. Figure 2(a) depicts very 

narrow human vessels with very small contrast within 

some spots. The curves obtained at convergence are 

displayed, in Figure 3(f). Segmentation regions, 

represented by their parameters at convergence, are 

shown in Figure 2(f) and Figure 3(f). As shown in the 

two images, the length parameter in Figure 3 is larger 

than Figure 2, because the object of interest we have to 

detect, in Figure 3(a), is larger. 

 

(a) (b) (c) (d) (e) (f)
 

FIGURE 2 (a):Brain images; (b): initialization; (c): final position of  the curves with Chan-Vese model; (d): final segmentation with Chan-Vese 

model; (e): final position of  the curves with proposed model; (f): final segmentation with proposed model. Image size: 100 120 , 0.1   

(a) (b) (c) (d) (e) (f)
 

FIGURE 3 (a): Vessel images; (b): initialization; (c): final position of  the curves with Chan-Vese model; (d): final segmentation with Chan-Vese 

model; (e): final position of  the curves with proposed model; (f): final segmentation with proposed model. Image size: 100 80 , 0.2   

The ability of the proposed model to deal with 

different noise models allows segmenting regions which 

require different models. To illustrate this important 

advantage of the proposed model, we consider a synthetic 

image with different noise models, as shown in Figure 4 

(a), (b). Figure 4 (a) is generated with a salt and pepper 

noise, the corresponding noise density d  is 0.1, the 

Gaussian noise is added in Figure 4 (b), the 

corresponding mean u  is 0, the variance   is 0.05. The 

final segmentation results with Chan-Vese model is in 

Figure 4 (a1-b2), and final segmentation results with 

proposed model, in Figure 4 (b1-b2). As shown in 

Figures 4 (a1-b2), the Chan-Vese model gives incorrect 

results as expected. The results demonstrate the ability of 

our kernel-induced method to insensitive to different 

noise models. 

The computational time for the proposed model and 

the Chan-Vese model are shown in Table II. The 

proposed kernel-induced model achieves noticeably 

lower the Chan-Vese model in all of the medical images. 

In noisy images, the proposed model costs less time 

obviously compared to the Chan-Vese model, which 

demonstrates the ability of proposed model in handling 

noise. 
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Figure 5 and Figure 6 demonstrate how the proposed 

algorithm detects object boundaries on real images, and 

illustrate the robustness  with respect to initial conditions, 

initial curves were either big rectangle placed arbitrarily 

about the middle of the image or tiny circles spread all 

over the image. Segmentation of a natural plane image 

into two regions is in Figure 5. Original, initial contour 

and final position of the evolving curve are displayed 

respectively in Figure 5 (a-c). The final segmentation 

regions, represented by their parameters at convergence, 

are illustrated in Figure 5(d). Figure 6 depicts how the 

proposed method, with the initial contour of tiny circles 

spread all over the image, detects the boundaries in real 

image. 

 

(a) (a1) (a2)

(b) (b1) (b2)
 

FIGURE 4 Image with different noise models: (a-b) image with salt & 

pepper , noise density 0.1d   (first row)  and Gaussian (second row) 

noises, mean 0u   and variance 0.05  ; (a1-b1) segmentation 

results with Chan-Vese model; (a2-b2) segmentation results with 

proposed model. Image size: 200 200 , 0.12   

TABLE 2 Comparison of computation time (Seconds) 

 Without noise With noise 

Model Brain Vessel Salt & Pepper noise Gaussian noise 

Proposed model 15.43 10.98 90.45 61.73 

Chan-Vese model 19.97 22.77 271.2 522.40 

 

(a) (b)

(c) (d)
 

(a) (b)

(c) (d)
  

FIGURE 5 (a) Real plane image; (b) initialization; (c) final position of 

the curve; (d) final segmentation. Image size: 200 300 , 0.1   

FIGURE 6 (a) Real image; (b) initialization; (c) final position of the 

curve; (d) final segmentation. Image size: 200 250 , 0.02   

4 Conclusion 

 

In this paper, a novel fast and robust model for active 

contours to detect objects in an image was introduced. 

The model can detect objects whose boundaries are not 

necessarily defined by gradient, due to the fact that it is 

based on an energy minimization algorithm, and not on 

an edge-function as the most classical active contour 

models. This energy is based on kernel mapping, which 

can be seen as a particular case of a minimal partition 

problem, and is used as the model motivation power 

evolving the active contour until to catch the desired 

object boundary. We presented several experiments on 

synthetic with different noise model and real data which 

showed the effectiveness and the flexibility of the method. 
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