
 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 124-130 Chen Bingqian 

124 
Computer and Information Technologies 

 

A new automatic registration method for InSAR image based on 
multi-step strategy  

Bingqian Chen* 

School of Environment Science and Spatial Informatics, China University of Mining and Technology, 1 Daxue Road, Xuzhou, 221116, China 

Received 12 May 2014, www.tsi.lv 

Abstract 

Interferometric Synthetic Aperture Radar (InSAR) technology has been widely used in various applications. The registration of SAR 

(Synthetic Aperture Radar) images is the first step in interferometric processing therefore accurate registration is essential for the 

successful creation and interpretation of interferometric products. However, with the growing number of SAR satellite launch and the 

amount of data acquisition, the degree of automation of image registration have become increasingly demanding. In this paper, we 

propose an automatic registration approach based on multi-step matching strategy. In the first step, key points are detected and 

matched using modified scale invariant feature transform (SIFT) operator which modified by us reducing the influence of speckles. 

In this step, owing to the existing of speckle and the defect of matching strategy of SIFT operator, the expected level of matching 

accuracy is about 2 to 3 pixels. In the second step, correlation matching (CM) is used to exclude the matched points with low 

correlation. In the third step, the probability relaxation (PR) algorithm based on global matching is used to induce consistency 

constraint and ensure reliability of the matching result. Finally, corresponding transformation function is determined through the 

relationship established by matched point pairs. In order to verify the applicability of proposed methodology, two SAR images 

acquired over mountainous regions are used in our experiment. The experiment results show that subpixel registration accuracy and 
good efficiency have been achieved, which demonstrates the correctness and feasibility of proposed method. 
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1 Introduction 

 

InSAR is a technology developed in recent decades, 

which utilizes the relationship between the phase 

difference and spatial distance difference of complex data 

obtained in two repeat observations to extract three-

dimensional information or elevation change information 

of ground surface [1, 2]. Due to its outstanding 

advantages of fast, high-precision, all-time, all-weather 

and large areas, it has been used in many domains, like 

Digital Elevation Model (DEM) generation[3], target 

recognition [4], volcano activity detection [5], landslide 

movements studies [6], and many more [7-9]. Prior to 

most of mentioned applications, SAR images are required 

to be aligned accurately (usually subpixel level). 

The definition of the image registration can be 

explained as two images obtained from different time, 

sensors, or perspectives are unified to the same 

coordinate system according to certain criterion. In 

general, most image registration methods consist of three 

main steps: locating of GCPs (Ground Control Points), 

matching of GCPs, determining of geometrical 

transformation function. Some obvious ground objects 

can be used as GCPs, like buildings, bridges, crossroads, 

etc. The identification of sufficient GCPs pairs allows the 

transformation function to be determined. Finding 

suitable GCPs pairs is the most difficult step. 

Traditional registration method makes use of GCPs 

determined by operating staff, which is time-consuming 

and imprecision and is practically impossible for single 

look complex (SLC) SAR data. Therefore, many 

researchers have focused on the study of automatic 

registration method [10-11]. However, the complexity of 

registration of SAR image is much higher than optical 

image due to the existing of speckle noise and blur-

texture feature. 

In our study, we introduce feature-based scale 

invariant feature transform (SIFT) operator to extract 

prominent features points and complete initial 

registration, then area-based correlation matching (CM) is 

used to exclude the matched points with low correlation, 

to achieve the effect of removing of mismatch points. 

Furthermore, the probability relaxation (PR) technique 

based on global matching algorithm is used to induce 

consistency constraint and ensure reliability of the 

matching result. Finally, the parameters of transformation 

function are computed through the established key point 

correspondence, and slave image is transformed through 

the transformation function. The proposed method is an 

automatic approach using a multistep matching strategy, 

which completes the registration procedure from coarse 

to fine precision. The results of the experiment are 

promising in their reliability, accuracy, and computing 

efficiency, which prove the feasibility of proposed 

method. 
 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(5) 124-130 Chen Bingqian 

125 
Computer and Information Technologies 

 

2 Methodology 

 

Our method mainly contains four steps. The matching 

accuracy of key points is improved through the first three 

steps, moving one-step at a time, coarse to fine, thus an 

accurate mapping function model is established through 

the fourth step. The flowchart of the main steps of 

proposed method is illustrated in Figure 1. In the first 

step, key points are detected and matched using modified 

SIFT operator. In this step, due to the existing of speckle 

and the defect of matching strategy of SIFT operator, the 

expected level of matching accuracy is about 2 to 3 

pixels. In the second step, CM is used to exclude the 

matched points with low correlation, to achieve the effect 

of removing of mismatch points. In the third step, the PR 

technique based on global matching algorithm is used to 

induce consistency constraint and ensure reliability of the 

matching result. Finally, the parameters of transformation 

function are computed through the established key point 

correspondence, and slave image is transformed by 

means of the transformation function. Although the slave 

images are SLC data, the whole procedure processed 

intensity images or power-detected images, i.e., it 

avoided computing the complex data.  

Master image Slave image

Initial matching 

Mismatch points removing 

Global matching 

Transformation function determining

Registered

 
FIGURE 1 Flowchart of the main steps of proposed model 

 

2.1. INITIAL MATCHING 

 

2.2.1 Key points detection 

 

The entire process flow of proposed method starts from 

key point detection. For this purpose, the first step is to 

establish the image scale space. For a two-dimensional 

image, its corresponding scale space ( , , )L x y   can be 

obtained by convolving the image with Gaussian kernel: 

( , , ) ( , , ) ( , )L x y G x y I x y   , (1) 

where ( , )I x y  represents the two-dimensional image 

coordinate, ( , , )G x y   represents the Gaussian kernel, 

  represents the variance of the Gaussian distribution. 

In order to detect key points efficiently in the scale space, 

difference of Gaussians (DoG) scale space ( , , )D x y   is 

created by means of convolving the image with different 

scale space Gaussian kernels in the second step, and DoG 

scale space is defined as: 

( , , ) ( ( , , ) ( , , )) ( , )

( , , ) ( , , )

D x y G x y k G x y I x y

L x y k L x y

  

 

  

 
, (2) 

where k  is the scale difference factor. Finally, the 

extrema are obtained through comparing the value of 

DOG of sample pixel with its surrounding eight pixels in 

the same scale space and the eighteen pixels in adjacent 

upper and lower scale space, respectively. If the value of 

sample pixel is larger or smaller than other neighbours, it 

will be accepted as an initial key point.  

Here considering the requirement of computational 

efficiency and the influence of speckle noise, the original 

algorithm of key point detection is adapted which skip 

the searching for key points in first octave of the scale-

space pyramid. This modification is called SIFT-OCT, 

more details about SIFT-OCT can be found in literature 

[12]. 

 

2.1.2 Key Points Matching 

 

According to the original matching strategy of SIFT 

operator proposed by Lowe [13], the smallest Euclidean 

distance criterion is adopted as similarity index, in other 

words, if the distance between two descriptor vectors 

defined by SIFT operator are smaller than others, 

corresponding points are taken as a matching pair. In our 

initial matching process, the strategy of smallest 

Euclidean distance is adopted. However, the quality of 

matching result using simple distance matching strategy 

is poor and cannot satisfy our requirement of accurate 

registration. An example of original SIFT operator 

matching result is illustrated in Figure 2. As shown in 

Figure 2, the positions of dots in the left image 

correspond to the position of dots in the right image and 

mismatch situations happening in the same colour 

rectangle frame, which will affect the final accuracy of 

image registration, therefore, in the following steps, the 

matched pairs will be refined by CM and Global image 

matching. 
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FIGURE 2 The matching result by original SIFT operator 

 

2.2 MISMATCH POINTS REMOVING 

 

Area-based CM methods also called template matching 

[14]. A certain number of feature points are firstly 

selected based on some kind algorithm (e.g. SIFT 

operator) in the master image, and then a certain size 

window with the feature point centred is determined, and 

the window moves on the slave image pixel by pixel to 

search the window with high set correlation. Finally, the 

central pixels of the two windows with highest 

correlation are considered as the matching points. 

Generally speaking, the conventional CM methods 

include correlation coefficient method, Fourier method 

and mutual information method. Nevertheless, the 

calculation of the mentioned methods is complex 

especially when deal with large images. Because we have 

already obtained initial matching point pairs by SIFT 

operator in section 2.1 and our ultimate purpose of the 

study is the removing of mismatch points ,therefore, a 

search in all over the image is unnecessary we can 

calculate the correlation value of the matched points 

directly and judge whether it meet the requirement of 

threshold value. If not, these points will be removed. 

Correlation coefficient, is originall defined by 

complex calculation and now is defined by us just 

calculating intensity value, which avoids computing the 

complex data thus computational efficiency is improved. 

Here, correlation coefficient is defined as follows: 

1 1

2 2

1 1 1 1

( , ) ( , )

( , ) ( , )

gk

m n

g gk k

m n m n

R m n S m n

R m n S m n

  

   





 

, (3) 

where   is the correlation coefficient (between 0 and 1), 

( , )R m n  and ( , )S m n  represent the coordinate of certain 

matched point in master image and the corresponding 

coordinate of point in slave image, respectively. The 

matching window size is k g . The detailed 

implemention steps of CM are described as followes: 

(i) The acquirement of initial matching points: The 

initial matching points are obtained by modified SIFT 

operator, as mentioned in section 2.1. We can assume set 

 ' ' ' '

1 2, , ..., tR R R R  is initial matching points in the master 

image and  ' ' ' '

1 2, , ..., tS S S S  is the corresponding 

matching points in the slave image, respectively. 

(ii) The calculation of correlation coefficient: The 

value of correlation coefficient of the matched points is 

calculated according to equation (3), and a certain size 

search window is needed in the calculation processing of 

correlation coefficient From section 2.1 we can know that 

the extrema are detected in the DoG scale space by 

comparing every pixel to the eight neighbouring pixels in 

the same scale space, therefore,we can choose the range 

of 33 as our size of search window. 

(iii) The judgement of correlation coefficient: If the 

correlation coefficient   is greater than threshold Y , it 

is accepted as right matched points and retained, 

otherwise excluded. Here 0.3 is adopted as the threshold 

Y  in our experiments. 

Some obvious mismatch points can be removed by 

CM, and the number of initial matching points also can 

be lessened to a certain extent by adjusting the threshold 

value of correlation coefficient, which will reduce the 

amount of calculation of next steps. However, CM 

belongs to isolated single point matching and does not 

take account of the compatibility of the matching result 

of one point pair with its neighbours, which leads to the 

uncertainty existing of matching result and false matches 

may still occur. Therefore, PR algorithm based on global 

matching is introduced in the next step. 

 

2.3 GLOBAL MATCHING 

 

In this section, the PR algorithm is adopted to further 

refine and ensure reliability of the matching result 

obtained in section 2.2. PR algorithm was firstly used for 

image registration by Rosenfeld et al. in 1976 [15]. The 

PR algorithm is a parallel and iterative computation 

process. Every point on the processing is in parallel in 

every iteration process, and the iteration results of the 
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point are adjusted by means of the result of surrounding 

points in next iteration. This parallel iterative process not 

only taken into account the impact on the surrounding 

results, but also has the characteristics of parallel 

processing, therefore, it has been widely used in various 

fields. In our study, the PR algorithm is used and two 

matched point sets obtained in section 2.2 are regarded 

"object" and "class", respectively. Therefore, the problem 

from registration converts into classification. The detailed 

process is described as follows. 

Since we have acquired preliminary matching point 

pairs in section 2.2, here we assume matched points set 

 1 2, , ..., jT T T T  as “object” set and correspondign set 

 1 2, , ..., iS S S S  as “class” set. As shown in Figure 3, 

pixel m  is the “object” in the master image, pixel n  is 

the corresponding “class” in the slave image. And now 

the image matching become solving the problem 

m nT S . To improve the reliability of result of 

classification, the global consistency must be considered, 

i.e. classification results are in harmony with each other. 

Therefore, on the basis of the requirement of PR 

algorithm, the probability 
mnP  of 

m nT S  and the 

compatible coefficient ( , ; , )C m n t g  of 
m n t gT S T S    

should be determined firstly. 

m t

n

g

n1

n2

n3

g1

g2

g3

 
FIGURE 3 PR algorithm with bridge model 

Because the coherence of matched point pairs are 

calculated by CM algorithm in section 2.2, here we take 

the correlation coefficient 
mn  as the initial value 

mnP  of 

m nT S , and also we define the correlation coefficient 

( , )mt ng
 

between interval [ , ]m t  and [ , ]n g  (Figure 3) as 

the initial compatible coefficient ( , ; , )C m n t g  of 

m n t gT S T S   , i.e., 

( , ; , ) ( , )C m n t g mt ng
 

 . (4) 

While the initial measurement of mnP  and 

( , ; , )C m n t g  are determined, the relaxation iterative 

procedure can be conducted according to the following 

equations:  

( ) ( )

1 1

( 1)

( )

( )
( )

0

( , ) ( ( , ; , ) ( , ))

( , )(1 ( , ))
( , )

( , )

j M i N

t g

u
u

i F
u

n

Q m n C m n t g P m n

P m n IQ m n
P m n

P m n

 










 



, (5) 

where ( )j M  represents the number of neighbor points of 

point m , ( )i N and ( )i F  represent the number of 

candidate matching points of slave image, u  is the 

ordinal number of iteration, I  represents the incremental 

coefficient. Iteration termination condition of equation 5 

is defined as: 

( ) ( 1)( , ) ( , )u uP m n P m n   . (6) 

3 Evaluation of Proposed Model Performance 

 

To evaluate the performance of proposed model, several 

criteria are introduced and described as follows: 

(i) Running time: For testing the operating efficiency 

of proposed method, we recorded the turnaround time, 

which includes the time for the detection and execution 

of the matching process. 

(ii) Standard deviations (STDs): To assess the 

performance and verify the feasibility of the proposed 

method, the STDs are introduced as an indicator of 

measuring the accuracy of the registration. The STDs 

computing formula is defined as follows: 

2

'

1

2

'

1

( )

1

( )

1

n

i i

i

range

n

i i

i

azimuth

x x

STD
n

y y

STD
n






 


 




 
 





, (7) 

where the ( , )i ix y  represents the coordinate of pixel i  in 

master image, ' '( , )i ix y  represents the coordinate of the 

same object in the transformed slave image, n  is the 

number of matched point pairs. 

(iii) Interferogram quality evaluation: Interferogram is 

the product obtained by complex conjugate multiplying 

of two registered images, and its fringes definition is 

taken as the criterion of registration quality by many 

researchers [16]. That is, if the interferometric fringes are 

clear, it indicates a good registration result is achieved. 

However, it is a sufficient condition, not a necessary 

condition, i.e. although clear interferometric fringes 

indicate a good quality of registration, the blurred fringes 

in interferogram not always mean poor registration 

accuracy because the quality of interferogram depends on 

not only registration but also temporal baseline, spatial 

baseline and noise. Here the quality of an interferogram is 

only used as qualitative description of registration results. 
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(iv) Coherence estimation: Coherence is an important 

concept in the InSAR technology, which indicates the 

degree of similarity between the two SAR images. The 

coherence value is not only an important evaluation 

criterion for the quality of local interferometric fringes, 

but also a necessary condition to guarantee the reliability 

of the results [17]. In our study, the mean value and 

corresponding STDs of coherence are used to verify the 

reliability of registration result. Here the coherence value 

(0 1)    is defined as follows: 

1 2

2 2

1 2

E f f

E f E f



  


   
   

, (8) 

where 
1f  and 

2f  represent the two registered SAR 

images. 

 

4 Experiments and Results 

 

4.1 DATASET 

 

To verify the feasibility of the proposed method, two 

images (size 600600 pixel) acquired by X-band 

TerraSAR-X satellite (launched by Deutsches Zentrum 

für Luft- und Raumfahrt in 2007) are used in our first 

experiment. The images were acquired over Van, Turkey, 

featuring a mountain land cover class. From Table 1 we 

can know that the time difference between two images is 

eleven days. 

 
TABLE 1 Details of TerraSAR-X images 

Image 
TerraSAR-X 

(Master image) 

TerraSAR-X 

(Slave image) 

Mode Stripmap Mode Stripmap Mode 

Pixel Spacing (m) 3 3 
Incidence Angle 33.18o 33.18o 

Date of Acquisition 31/10/2011 11/11/2011 
Wavelength (cm) 3.1 

 

4.2 EXPERIMENT RESULTS  

 

The matching results using proposed method in different 

steps are seen in Figure 5(a), (b), and (c).The number of 

initial key points detected by modified SIFT operator is 

2266 in the master image and 1951 in the corresponding 

slave image (Table 2). After applying of SIFT matching 

strategy 264 matching point pairs are obtained. In this 

step, owing to the speckle existing and the defect of 

matching strategy of SIFT operator, mismatch occasions 

may occur (Figure 4(a)), which lead to the high STDs in 

range and azimuth directions (Table 2). So in the next 

steps, CM and PR matching are adopted to refine the 

matched pairs, the matching results are seen in Figure 

4(b) and (c), respectively. From Figure 4(b) we can know 

that the quality of matched points is improved but still 

mismatching cases happening. Figure 4(c) shows that the 

occasions of mismatching are disappeared and the final 

number of matching point is reduced to 75 and the 

corresponding STDs are subpixel in both range and 

azimuth directions (Table 2). The improvement in the 

STDs show that initial matching by SIFT operator and 

CM provides reliable initial locations. 

To further examine the effect of image registration, an 

interferogram (Figure 5) is produced by a point-wise 

complex conjugate multiplication of corresponding pixels 

in master image and registered image. And also, 

corresponding coherence map (Figure 6) is obtained by 

calculating equation 8. 

 
(a) 

 
(b) 

 
(c) 

FIGURE 4 Matching results in different steps. (a) Matching result using 

the SIFT operator. (b) Matching result after using CM to (a). (c) 
Matching result after using PR matching to (b) 

 
FIGURE 5 Interferometric fringes (Van, Turkey) of X-band images 
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By visual inspection, we can find that most of the 

interferometric fringes are clear and continuous, which 

indicates the good quality of interferogram (Figure 5), 

and corresponding a good coherence map (Figure 6(a), 

high coherence is found in bright areas and low 

coherence in dark areas.). In order to describe the value 

of coherence quantitatively, the histogram of coherence 

image is introduced (Figure 6(b)) and the mean of the 

distribution and corresponding STDs are used to 

coherence estimation. In Figure 6(b), the mean is 0.8395, 

while its STDs is 0.0454. Both the high quality of 

interferogram and coherence map also proves the good 

result of registration. And also from Table 2 it can be 

observed that the process speed of the test data is near 

real time and sufficient for our work requirement. 

 
TABLE 2 Experimental results for TerraSAR-X images 

Matching Algorithm SIFT SIFT + CM SIFT+CM+PR 

Number of key points Ref:2266 Inp:1951 Ref:264 Inp:264 Ref:191 Inp:191 

Number of matches 264 191 75 
STDs (pixel) Range:2.605 Azimuth:2.413 Range:1.217 Azimuth:1.130 Range:0.0504 Azimuth:0.0717 

Turnaround time (s) 13 

 

 
(a) Coherence map (b) Histogram 

FIGURE 6 Coherence map and the corresponding histogram of coherence 

 

5 Conclusions 

 

In this paper, we present a novel SAR image registration 

method based on multi-step, which completes the 

registration procedure from coarse to fine precision. The 

feature-based SIFT operator is firstly introduced to 

extract prominent features points and complete initial 

matching, then area-based CM is used to exclude the 

matched points with low correlation, to achieve the effect 

of removing of mismatch points. Finally, the PR 

algorithm based on global matching is used to induce 

consistency constraint and ensure reliability of the 

matching result. The proposed method is an automatic 

approach which completes the entire registration 

procedure without manual intervention.  

We conduct one experiment using the proposed 

method, and make a detailed analysis to the experiment 

results in many aspects, i.e. key point detection, quality 

of interferogram and coherence map, matching accuracy 

and process turn around time. The experiment results 

show that the proposed methodology shows robust 

performance and subpixel registration accuracy can be 

achieved. The experiments results have also shown the 

process speed of the test data is near real time, which 

indicate the process efficiency can be guaranteed for 

larger images. Moreover, another advantage of our 

method is that it does not require special filtering process 

before the SAR image registration. 
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