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Abstract 

As an efficacious statistical tool for the analysis of co-occurrence data, the PLSA (Probabilistic Latent Semantic Analysis) is usually 
applied to the information retrieval. However, the theory foundation of PLSA is document data mining. So PLSA should also be a 
content understanding tool. In this paper, we try to develop its potential as an content assessment feature extraction tool for the auto 
English oral test rating system which need more precision and comprehensive content assessment. In the contrast group, word 
frequency which is extracted from the test data  is used to assess the content correlation in the A&Q item as a data mining feature and 
it has proved to be a success .But, the word frequency feature has a significant weak point: When the system lacks test data, the 
capability of the feature will drop sharply. Oppositely, building the PLSA model of word frequency with the data prepared before the 
exam and extracting the probabilistic feature from the examinee’s speech can avoid the problem above. In the result, the single 

dimension feature performance of PLSA feature is better than the simple word frequency feature and the assessment performance 
will also be improved, if the choice of PLSA model parameters is appropriate. 
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1 Introduction 

In China, people and government pay lots of attention on 

the English education. Recently, more and more people 

want to take an exam which contains oral test to check 

their learning effect and capability in communication. For 

the purpose to satisfy the people’s demand, designing an 

automatic assessment system which can suit the large 

scale evaluation mission to replace the high costly human 

rating is necessary. Using computer to assess the exami-

nee’s speech has a lot of advantages such as objectivity, 

consistency and batch processing which cause that the 

cost of automatic assessment system is much lower than 

the cost of human rating. 

The auto scoring system based on auto speech recogni-

tion techniques is widely used in recent twenty years, many 

research organizations have built their own system. The 

most of these systems are composed by three main 

modules-speech recognition module, feature for assessing 

extraction module and score predicting module [1, 2, 7, 8]. 

According to the research before, the features’ discrimi-

nating ability mostly decided the capability of the asses-

sment system. Our system also uses this architecture and 

finds some suitable features against the particularity of oral 

A&Q (answer and question) test. 

The A&Q item is a kind of test that needs examinee to 

answer the question according to the clues giving by paper. 

In the test, the most important evaluation standard is whe-

ther the examinee’s answer is right or wrong in semantic 

level. So the posterior probability features which perfor-

mance well in reading item [3] and the fluency features 

which performance well in open oral expression item [4] 

aren’t suitable the A&Q item. The content assessment 

features are the most suitable to be applied to this particu-

lar test. 

In this paper, we pay our attention on two kinds of 

content assessment features: one is the word frequency 

feature; the other is the PLSA feature. Both of them are 

statistical features which are extracted through the docu-

ment data mining technique. So they have the capability to 

discriminate the examinee’s answer when we get the 

enough training data. 

The rest of this paper is structured as follows: section 2 

introduces the word frequency feature and the way how to 

extract it; section 3 is a brief introduction of PLSA and its 

application in rating system; the procedure and result of the 

experiment is shown in section 4; and finally in section 5 

some conclusions will be given. 

2 Word frequency feature 

Document data mining is usually applied to document 

retrieval and the document content analysis. There is a 

keyword-based mining technology which can be used in 

the assessment system. The core of the technology is the 

word frequency.  
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2.1  WORD FREQUENCY FEATURE 

According to the theory, ( , )freq d t  presents the times of 
word t  occurrence in the document d . In the auto rating 
system, we define the recognition transcription of one 
examinee’s answer to a question as a document and define 
all the answers to this question as a kind of document. In 
this paper, the relative word frequency takes the place of 
the simple word frequency for reducing the fluency of 
different kinds of document. The relative word frequency 
of word w  in the same kind of document is expressed as 

1

( )
( )

( )
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ii

count w
f w

count w



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 , (1) 

where N is the number of all different kinds of word in all 
documents that belong to the one type, every word w  
occurrence in the document will make ( )count w  add 1. 
However, the occurrence of the same word in the same 
document is always counted one time. Each document’s 
word frequency is expressed as 

1 1
( ) ( )

ss

jj
P w f w


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where s  is the number of all the word in the document. 
The word frequency of one document is the base unit in the 
feature extraction step. 

In fact, there are so many English words not having se-
mantic meaning, such as in, at, I, it, but, a, an. These pro-
nouns, prepositions, conjunctions, articles and particles are 
widely used in the oral test, but they may reduce the accu-
racy of our system in content assessment. The solution of 
the problem is setting a list of words called stop words 
which should be ignored when we calculate the word 
frequency. 

2.2  FEATURE EXTRACTING 

The assessment system is combined by three main modu-
les: the speech recognizing module, the feature extracting 
module, the assessment module. The speaker’s speech is 
the input to the speech recognizing module and the reco-
gnition result is the output which is the input to the feature 
extracting module at the same time. The assessment mo-
dule is supervised classifier, so we must use the result of 
the second module and the human score to make a score 
mapping model. At last the model will give the score 
according to the assessment feature and mapping rule. 

Speech 
recognizer

Feature 
extracter

Classifier

Recognition 
text

Assessment 
features

Final score

Human score

Score mapping 
model

Taker’s 
speech

 

FIGURE 1 Architecture of assessment system for A&Q test. 

 
As the figure 1 show that all the three components of 

the system are important. However, the key point of the 
research is the feature extracting module. The word 
frequency feature belongs to the assessment features and 
its source is the recognition text. Because the answer 
speech to the A&Q question is open and various, so the 
recognition text normally comes from the LVCSR 
recognizer which is suitable to the large vocabulary and 
open circumstance recognition. Though extracting the 
word frequency from the recognition text which is treated 
as document is not complicated, how to use the word 
frequency to generate the assessment feature of every 
examinee is considerable. According to the different way 
of calculating, we can generate four different kinds of word 
frequency feature. 

First of all, accumulating all the word frequency that 
belongs to one examinee:  

1 11
( ) ( )

m sL spkr p w , (3) 

where m  is the num of document that is equal the num 

of question need one examinee to answer. 

Second is weighted accumulating: 

2 11

1
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 , (4) 

The third, all the word frequency composing a vector: 
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The fourth is still a vector, but it is different to the 

third: 

1 2

4 1 1 1

1 1 1
( ) ( ( ), ( ), ( ))

T T Tls s sL spkr P w P w P w
s s s

    , (6) 

According to the difference of the question’s semantic 
circumstance, we define different type of question. The 
word frequency of the same type is accumulated and the 
values of different types compose the feature vector. This 
is a human-operated method. Where l  is the num of diffe-
rent types. 

For the purpose to measure the performance of the four 
different assessment features, the human score which is 
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given by some experienced English teacher or professional 
raters should be the assessment standard. Calculating 
Pearson r correlation of the human score and the word fre-
quency features is a direct way to find which one may 
bring more improvement to our system. 

The table below shows the performance of each fea-
ture. The fluency feature of the system is the baseline as 
the most successful feature in the open oral test. 

TABLE 1 Performance of features 

Feature Type Feature Name Correlation 

Fluency 
Speed Pacing 0.508 

Pause Num 0.276 

Word 

Frequency 

1( )L spkr  0.503 

2 ( )L spkr  0.422 

3( )L spkr  0.327 

4 ( )L spkr  0.554 

When the feature is a vector, the value is the average 

of single dimension feature’s correlation. 
The result states that the best way to use word fre-

quency feature is extracting feature according to the differ-
rence of the question’s semantic circumstance. This infor-
mation should be gotten from the description of the test. 
For example, the test is usually composed by some parts so 
that one part should be defined as one type. 

Though the frequency is a well-done feature in most 
case, its performance will sharply drop in some special 
situation. When the speech data of examinees is not 
enough, the frequency feature can’t work well as a data-
based statistical feature. In extreme circumstances such as 
there is only one examinee to take the test, the frequency 
may lose the assessment capability. So we have to find a 
new assessment feature which can adjust to these extreme 
circumstances. 

3 PLSA feature 

PLSA is a statistical tool for the analysis of two-mode and 
co-occurrence data which is well-done in information ret-
rieval, natural language and machine learning from text 
[9].The automatic assessment system may get some help 
from its capability in machine learning from text. If the 
PLSA tool can get some useful information from the spe-
ech recognition text, we believe that the performance of 
our assessment system will be improved. 

3.1  PLSA THEORY 

In fact, the PLSA is a statistical model which is associated 
by the probability distribution of three basic parameters. 
They are document d, word w and an unobserved para-
meter z which can be called latent semantic variable. A 
joint probability model is defined by the mixture: 

( , ) ( ) ( | ),

( | ) ( | ) ( | )
z Z

P d w P d P w d

P w d P w z P z d




 , (7) 

It means that d and w are independent conditional on 

the state of the associated latent variable. Since the 

cardinality of z is smaller than the num of documents/ 

words in the collection, z acts as a bottleneck variable in 

predicting. The model can be equivalently parameterized 

by: 

( , ) ( ) ( | ) ( | )
z Z

P d w P z P d z P w z


 , (8) 

Two kinds of tasks, predicting words’ meaning or 
predicting documents’ category, can be described by this 
equation. The figure 2 shows these two kinds of tasks. 

d z wP(d) P(z|d) P(w|z) d z wP(w|z)

P(z)

P(d|z)

 

FIGURE 2 PLSA model in the asymmetric and symmetric. 

Like most of statistical latent variable models the PLSA 
model’s parameters can be estimated by the Expectation 
Maximization algorithm [5, 6]. To the PLSA model the E-
step equation should be: 
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However, the parameters estimating in the M-step should be: 
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where ( , )n d w  is the word frequency of the word w  in the 
document d . 

3.2  FEATURE EXTRACTION 

The task of PLSA in the automatic assessment is predicting 
documents’ category. So the conditional probability 

( | )P z d  is our destination. According to the probability 
formula, ( | )P z d  can be gotten by: 

( ) ( | )
( | )

( | ) ( )
z Z

P z P d z
P z d

P d z P z





, (11) 

( )P z , ( | )P d z are the basic parameters of the PLSA 

model. So the first step of extracting assessment features is 

building a suitable model. According to the test, we pre-

pare some data which come from English experts or exce-

llent students for model building. Then we train the model 

to get the parameters. As a latent parameter, z  can’t be ob-

served. So we have to set the value of z  in the model ini-

tializing step. In the beginning, we set the dimensions of  

z equaling the num of test item and the value being the in-

verse of the test items’ num. 
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The second step is renewing the parameters ( )P z , 
( | )P d z  according to the examinee’s speech. In the rene-

wing step, the value of ( | )P w z  which is gotten from the 
training step should be fixed. Usually, the meaning of 
words in a test will not change anymore. 

The third step is calculating the ( | )P z d . Then the va-
lue is the assessment feature in the system. 

The table below shows the performance of PLSA fea-
ture. In the aspect of Pearson r correlation, the new feature 
is better than old features. 

TABLE 2  Performance of features 

Feature Type Feature Name Correlation 

Fluency 
Speed Pacing 0.508 

Pause Num 0.276 

Word 
Frequency 4 ( )L spkr  0.554 

PLSA ( | )P z d
 

0.623 

Even if there is only one examinee to take the test, the 
PLSA feature can work well, because the PLSA model can 
be built without the examinee’s speech. 

In the follow-up experiments, we find that the initiali-
zation of z is very important. Our setting in the beginning 
is not the best choice. In fact, the num of the test item isn’t 
just equal the num of latent semantic category. The perfor-
mance of the PLSA feature when the z has different values 
will be given in the result of experiments. 

4  Experiment 

4.1 DATA OF EXPERIMENT 

First of all, we built a dataset which was comprised by 
three parts, the training data, the testing data and the data 
for PLSA model building. The training data and testing 
data were from a real A&Q exam, we got the speech data 
of examinees and their final scores which were given by 

professional raters. The exam had 16 items. The data distri-
bution of the training data which contained 1000 students’ 
speech was uniform (the data of each item was nearly 
equal).  The data distribution of the testing data which con-
tained 3000 students’ speech was close to the real data 
distribution. The third part had only 200 people’s speech, 
but they were clearer and more precise. This could ensure 
the PLSA model had assessment capability. 

The human score was the integer from 0 to 5. 0 was 

the worst and 5 was the best. The data of each score level 
was still uniform. We used the information to build the 

score mapping model after extracting all the features. 

4.2 RESULT OF EXPERIMENT 

For the purpose to measure the performance of each fea-
ture in assessment task, we set a baseline system which 
only contained old fluency and pronunciation quality featu-
res. Then the word frequency feature and the PLSA feature 
were added into the system respectively.  

In order to get assessment performance directly, we 
used three main evaluation parameters. They were the ex-
pectation of score deviation between human scores and 
machine scores, the re-examination rate (the rate of whose 
score deviation is bigger 1) and the correlation coefficient 
between human scores and machine scores. In one hand, 
we could compare the performance of baseline system, 
system with word frequency feature and system with 
PLSA feature. In the other hand, we could also analyze the 
influence to the system with different values of z . The 
result of the experiment was showed in Table 3. 

The PLSA feature was better than word frequency 
feature when we compared performance of single feature, 
but the performance superiority was not obvious when they 
were adding into the baseline system. If we can choose an 
appropriate value of z , we will get better result in assess-
ment. 

TABLE 3  Performance of combining all the features 

Evaluation Items Feature Type Adding into System 

None 
  Word Frequency 

Feature 

 PLSA Feature 

z=16 z=10 z=5 

Score deviation 0.528 0.499 0.472 0.470 0.492 

Re-examination rate 0.031 0.029 0.029 0.026 0.028 

Correlation coefficient 0.642 0.667 0.660 0.674 0.658 

 
5  Conclusion 

This paper presents our work on how to apply the PLSA 
tool in the automatic assessment system and shows the 
advantage of PLSA feature which is better than old 
features and word frequency feature in system as a single 
feature. At the same time, the result of experiment states 

that the application of the PLSA feature improved the 
performance of assessment system, but it still had more 
potential. So our future research will focus on how to build 
a more efficiency PLSA model and improve the way of 
feature extracting in order to get more advantage. 
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